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ABSTRACT

DEPLOYABLE EXPLAINABILITY FOR NLP USE CASES IN E-COMMERCE

Vasarla Avinash

2023

Dissertation Chair: Ljiljana, Ph.D

Co-Chair: Sasa.Petar, Ph.D

This dissertation examines deployable explainability for NLP use cases in e-commerce
using Amazon Musical Instrument Reviews. As NLP models are utilised for sentiment
analysis, product recommendation, chatbots, and e-commerce text classification,
transparency and interpretability are becoming more crucial. We examine the pros and cons
of explainability techniques in NLP models for e-commerce applications using Amazon
Musical Instrument Reviews.

The literature review explains why natural language processing requires explainability and
evaluates existing techniques. The Amazon Musical Instrument Reviews use case

illustrates how explainable NLP may affect online company processes.



Additionally, a methodical plan for integrating explainability approaches into NLP models
for e-commerce is provided. Collecting data, training a model, including an explainability
technique, and evaluating performance are all part of this process. The benefits of
deployable explainability are demonstrated using an Amazon Music Instrument Reviews
analysis. The investigation includes such elements as data gathering, models for natural
language processing, and explainability strategies. The evaluation of performance
considers the model's precision and the clarity of the system's explanation.

The thesis addresses interpretability-performance trade-off, scalability, user acceptability,
and ethical problems related to explainability in NLP models. These issues are addressed
by simplifying and standardizing explainability approaches, boosting scalability and
efficiency, resolving user acceptance and trust concerns, and ensuring ethical use of
explainable NLP models.

This thesis sheds light on the challenges and opportunities of incorporating transparency
and interpretability into NLP systems, contributing to deployable explainability in
ecommerce NLP use cases. This study uses Amazon Musical Instrument Reviews to
demonstrate how explainable NLP models may improve user confidence, decision-making,
and regulatory compliance in e-commerce platforms.

Finally, the thesis emphasises the necessity to create and apply deployable explainability
methodologies to a wide range of e-commerce use cases outside Amazon Musical

Instrument Reviews.

Keywords: deployable explainability, natural language processing, NLP, interpretability,

explainability techniques, performance evaluation, challenges.
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CHAPTER I: INTRODUCTION

1.1 Introduction

Natural language processing (NLP) has become a crucial tool in e-commerce (Kang, Y.,

Cai, Z., Tan, C.W., Huang, Q. and Liu, H., 2020), with businesses increasingly relying on

NLP models for various tasks such as sentiment analysis, product suggestions, chatbots,

and text categorization. As the use of NLP models becomes more widespread, there is a
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growing demand for explainability and openness in decision-making processes. Deep
learning algorithms are not always transparent, which can cause problems for consumers,
corporations, and government regulators. Therefore, it is essential to understand why an
NLP model reached a certain decision, especially when it affects company operations and
consumer experiences. Deployable explainability in deployed NLP systems aims to
satisfy both the technical complexity of deep learning models and the demand for open,
responsible, and reliable Al systems in online businesses. This thesis investigates the idea
of deployable explainability for natural language processing (NLP) use cases in the
ecommerce space, using Amazon Musical Instrument Reviews as a case study (Jalaboi,
R., Winther, O. and Galimzianova, A., 2023). Deployable explainability in NLP can lead
to better decisions, higher user trust, and simpler interactions with customers. By
understanding customer sentiments and opinions expressed in Musical Instrument
Reviews, Amazon can tailor marketing strategies, product offerings, and customer support
to meet customer expectations better. Explainable NLP models used in product
recommendations provide transparent justifications for why specific phones are
recommended to individual customers, increasing the likelihood of purchase and overall
satisfaction. Deployable explainability in chatbots used for customer support ensures that
customers receive coherent and understandable responses, fostering positive interactions
and brand loyalty. By comprehending customer feedback through explainability, Amazon
can identify areas for product improvement and address biases in NLP models.
Regulatory compliance is another benefit of deployable explainability in the highly
regulated e-commerce landscape. It helps Amazon demonstrate transparency and
accountability in its Al-driven processes. Amazon can differentiate itself from

competitors by offering a transparent and explainable experience, revealing customer
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preferences, pain points, and trends in the phone market. Understanding the reasons
behind product recommendations and sentiment analysis outcomes allows Amazon to
fine-tune user experiences and minimize the risk of negative publicity or public backlash
arising from perceived biased or unfair recommendations (Medhat, W., Hassan, A. and
Korashy, H., 2014). In conclusion, using explainable NLP models for advertising,
customer service, and decision-making can help Amazon improve its products and
services, strengthen its reputation as a reliable, customer-focused e-commerce platform,
and increase customer retention and growth. This chapter discusses the importance of
explainability in e-commerce and natural language processing (NLP) and its potential
uses. Explainability is crucial in building user trust, fostering transparency and
accountability, addressing ethical considerations, ensuring regulatory compliance,
improving model performance, enhancing user experience, providing insights for business
decisions, encouraging wider adoption of Al technologies, and mitigating biases. Deep
learning models in NLP are often complex and non-linear, making interpretation difficult.
This can result in harder-to-describe models and add computational overhead, slowing
down applications in real time. Furthermore, explainability may not necessarily remove
biases in the data used to train these models, which is essential for Al to be fair and
inclusive. The application of NLP in e-commerce has transformed the way companies
communicate with and satisfy their online clientele. However, due to the increasing
complexity of deep learning algorithms, models are increasingly acting as "black boxes,"
(Seaman, J.A., 2008), making decisions without providing any insight into how they
arrived at those conclusions. To be "explainable,” an Al model must offer explanations
for its predictions and decisions that are accessible to humans. Explainability plays a

critical role in bridging the gap between complex Al models and human understanding,
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enabling responsible, ethical, and transparent deployment of Al technologies across
various domains and industries. In critical applications like healthcare, finance, and e-
commerce, explainability helps users understand the rationale behind Al predictions
(Armstrong, S., Sotala, K. and O hEigeartaigh, S.S., 2014), fostering trust and confidence
in the system. It also enables transparency and accountability, allowing stakeholders to
hold the models accountable for their outputs and actions. Explainability also helps
identify and address biases in the training data, ensuring fairness and ethical usage of Al.
In regulated industries, explainability is crucial for compliance with laws and regulations
that require transparency in Al-driven decisions. In conclusion, explainability is essential
in ecommerce and NLP to bridge the gap between complex Al models and human
understanding, enabling responsible, ethical, and transparent deployment of Al

technologies across various domains and industries.
1.2 Purpose of Research

Natural language processing (NLP) and explainable Al have both come a long way in
recent years. Scientists have experimented with attention processes, rule-based
explanations, and gradient-based strategies to produce more interpretable NLP models.
These strategies address the specific obstacles faced by diverse sectors and give transparent
insights into the jJudgments made by NLP models.

With the success of pre-trained language models like BERT (Tenney, 1., Das, D. and
Pavlick, E., 2019) and GPT-3 (Floridi, L. and Chiriatti, M., 2020) in NLP tasks, researchers
are looking into ways to make these models more interpretable. The difficulty comes from
striking a good balance between model performance and explainability, which means

achieving both high accuracy and congruence with human logic.
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The demands and tastes of the end users have also been considered in creating user-centric

explanations. The ethical repercussions of Al bias have been discussed, and methods for

identifying and reducing bias in natural language processing models have been

investigated.

Standardised criteria to evaluate the quality and comprehensibility of model explanations

is an active research topic, and academics are hard at work developing strong assessment

metrics for explainable NLP models. Research on scalability and efficiency has increased

in importance, with recent studies focused on making explainable NLP models lighter and

more computationally efficient without sacrificing accuracy.

The area of "Deployable Explainability in NLP" (Wambsganss, T., Engel, C. and Fromm,

H., 2021) is a dynamic one, thus scholars would do well to keep up with the latest

developments in the field by reading peer-reviewed academic publications, conference

proceedings, and scholarly papers.

Research on explainability in NLP in the e-commerce domain, particularly for platforms

like Amazon is crucial for several reasons:

« Enhanced User Trust: In e-commerce, customers heavily rely on reviews and

ratings to make purchasing decisions. Explainable NLP models can provide
transparent insights into the factors influencing product recommendations, enabling

customers to trust the system's suggestions and make informed choices.

» Personalized Recommendations: NLP models analyze user reviews and ratings to
understand individual preferences. By leveraging explainability, e-commerce
platforms can offer personalized product recommendations tailored to each

customer's needs and preferences.
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Improved User Experience: Understanding the rationale behind NLP model
decisions enables e-commerce platforms to refine the user experience. By
incorporating user sentiments and feedback, platforms can deliver more relevant

product recommendations and better customer support through chatbots.

Business Insights: Explainable NLP models offer valuable insights into customer
sentiments and feedback trends. These insights can guide product managers and
marketers in identifying customer pain points and making data-driven decisions for
product improvement and marketing strategies.

Bias Detection and Mitigation: E-commerce platforms like Amazon deal with
diverse customer demographics and products. Explainability in NLP models aids
in identifying and addressing potential biases in product recommendations,
ensuring fairness and inclusivity.

Competitive Advantage: Platforms that can provide transparent and interpretable
recommendations gain a competitive edge. Customers are more likely to engage

with and trust a platform that offers clear justifications for its product suggestions.

Regulatory Compliance: As e-commerce platforms process vast amounts of user
data, compliance with data protection regulations is critical. Explainable NLP
models help meet regulatory requirements by providing insights into the handling
of user data and decision-making.

Product Quality Improvement: By analyzing user reviews through explainability,
e-commerce platforms can pinpoint specific product features or issues affecting
customer satisfaction. This knowledge helps prioritize improvements to enhance

product quality.
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» Customer Sentiment Analysis: Explainable NLP models assist in sentiment analysis
by breaking down customer reviews into interpretable components. This allows
platforms to gauge customer satisfaction levels and monitor brand perception.

* Insights for Marketing and Customer Support: Customer feedback extracted
through explainable NLP models offers valuable inputs for marketing campaigns
and customer support strategies. It helps tailor communication to align with
customer sentiments and needs.

In the context of reviews and ratings, NLP machine algorithms utilize natural language
processing techniques to extract valuable information from textual data. Sentiment
analysis, acommon NLP application, categorizes reviews into positive, negative, or neutral
sentiments. Ratings provided by customers, such as star ratings, offer numerical
representations of satisfaction levels.

NLP machine algorithms use this textual and numerical data to develop models to
understand and predict customer sentiments towards products or services. By analyzing
and interpreting reviews and ratings through explainability, these NLP models can provide
transparent explanations for their predictions. The review’s language patterns, sentiment
expressions, and numerical ratings contribute to the model's understanding of customer
preferences and guide personalized recommendations.

In conclusion, research on explainability in NLP in the e-commerce domain, specifically
in platforms like Amazon, Flipkart, and many more, holds immense value in building user
trust, personalizing recommendations, improving the user experience, and providing

actionable insights for business decisions. The combination of reviews, ratings, and
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explainability in NLP machine algorithms empowers e-commerce platforms to deliver

customer-centric services, optimize products, and foster long-term customer loyalty.

1.3 Research Problem

The key research issue is the lack of explainability in deployable NLP use cases in
ecommerce. “Natural language processing (NLP) application cases in e-commerce
provide a significant research difficulty due to their lack of deployable
explainability”. Sentiment analysis, product recommendations, chatbots, and text
classification are just some of the e-commerce applications that have benefited from NLP.
However, the inability to provide deployable explanations for the decisions made by these
models presents difficulties for both businesses and customers. The lack of transparency in
many NLP models is a major problem (Mathews, S.M., 2019). Deep neural networks are
only one type of these models that have complicated topologies consisting of many layers
and parameters (Miikkulainen 2019). These models are great at recognising complex
patterns and relationships in textual data, but their decision-making process is opaque.
Without explainability that may be deployed, organisations and customers have a hard time
understanding the reasoning behind particular decisions, which can erode faith in and
skepticism of NLP model outputs. If you can't explain NLP-driven suggestions or replies
in an e-commerce setting where consumer happiness and trust are critical, you can lose
business. If customers have trouble comprehending the rationale behind the automated
systems' suggestions or the criteria used to categories and classify things, they may be
hesitant to depend on them. Because of this murkiness, e-commerce apps powered by

natural language processing (NLP) may not be as successful in attracting and retaining
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customers. In addition, issues with regulatory compliance and accountability arise when
firms lack deployable explainability. Businesses must be able to explain how consumer
data is handled and utilised in NLP models as the e-commerce sector continues to struggle
with privacy rules like the General Data Protection Regulation (GDPR). A company's
capacity to show compliance and guarantee the ethical and responsible use of consumer
data depends on its ability to implement explainability. The topic of bias and injustice in
natural language processing models applied to e-commerce is another area of investigation.
Unintentional bias in the data used to train these algorithms can impact the quality of the
resulting recommendations, sentiment analysis, and chatbot interactions. For organisations
to detect and reduce the effects of these biases, deployable explainability is essential since
it reveals the causes of biased results and suggests solutions. By detailing their reasoning,
companies may create e-commerce platforms that are accessible to a wider range of
customers. E-commerce would benefit greatly from user-customizable and adaptable NLP
models, but their development is hampered by the absence of deployable explainability.
Customers have varying tastes and needs; therefore, it's helpful to be able to tweak the NLP
models' behaviour to suit them better. Customers may be unwilling to make modifications
or adjustments if they don't have clear explanations of the potential outcomes of such
changes or adjustments. Customers may better tailor their e-commerce experience by
adjusting NLP models to their tastes, which is why deployable explainability is so
important. Innovative methodologies and strategies that offer intelligible and relevant
explanations for model decisions are needed to address the lack of deployable
explainability in NLP use cases in e-commerce. These techniques need to be adaptable to

a wide range of natural language processing (NLP) activities used in e-commerce, such as
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sentiment analysis, recommendation systems, and chatbots, and easy for non-experts to
understand. To evaluate the efficacy and quality of the offered explanations, the research
topic necessitates the development of unique assessment metrics and standards.
According to a survey by Business Wire, the e-commerce business has expanded
tremendously, reaching a value of US$ 13 trillion, and is projected to expand further,
reaching US$ 55.6 trillion, by 2027. Reviews on products and services are becoming
increasingly important in today's vast marketplace. The enormous volume of data,
however, makes human evaluation of these evaluations and examination of business
models difficult. Natural Language Processing (NLP) emerges as an important technology
for dealing with this problem since it allows users to automatically analyse and extract
information from written or auditory materials.

The study of NLP provides important insights into human language and communication
patterns by delving into the social structure of cultures. The work under review evaluates
the application of natural language processing (NLP) on the Amazon dataset. The proposed
module classifies utterances as "Positive," "Neutral,” or "Negative" using a combination of
voice components and deep learning. The data is then analysed further to determine the
tone of the evaluations by assigning positive and negative labels to the 'better' and ‘worse'
assumptions, respectively.

Consumers now have access to a plethora of items within the same domain, thanks to the
expansion of the internet and e-commerce websites. Natural language processing plays an
important part in the categorization of these items based on user reviews. The ability to

distinguish between paid and unpaid reviews is a useful indicator of whether or not a
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product's evaluations can be trusted, and Natural Language Processing (NLP) in tandem
with Machine Learning methods makes this prediction possible.

E-commerce review sentiment may be predicted using Machine Learning techniques.
Using these algorithms, companies may learn more about their customers' opinions, tastes,
and comments, which in turn helps them make more informed decisions and better tailor
their products and services to the market.

In conclusion, the expanding e-commerce sector calls for reliable means of assessing
customer feedback. Automating it, extracting insights from textual data, and predicting
client sentiment all become feasible with the use of Natural Language Processing (NLP)
and Machine Learning (ML) techniques. By facilitating better choices, boosting consumer
experiences, and promoting trust in the market, this technology has the potential to alter
the online retail landscape significantly.

Artificial intelligence has the potential to have a far-reaching influence in fields as diverse
as mortgage lending and medication research. As a result, it is crucial for academics,
government agencies, and businesses to understand how Al apps make suggestions using
machine learning model predictions and how reinforcement learning models learn to carry
out certain tasks.

The increasing use of Al models in various fields has led to worries about inherent biases
and a subsequent call for greater openness and explanation. Predictive maintenance, natural
resource exploitation, and climate change modeling are just a few of the many applications
that require explainable models in order to gain the public's trust and encourage the
widespread use of artificial intelligence systems in these and other crucial fields. Al

researchers and practitioners have moved their attention to explainable Al to better trust
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and understand models on a broad scale. The goal is to promote the trustworthy, secure,

and moral application of Al tools in critical situations.

CHAPTER II: LITERATURE REVIEW

2.1 Overview of Explainability in NLP

In automated decision-making systems, various factors motivate the need for

explainability. First, people don't have an innate tendency to trust these systems blindly, so
they naturally want to learn more about how they make decisions and why certain results
occur. In order for prediction models to be widely adopted and used, confidence in them is
essential. Second, explainability gives people a feel for causality by highlighting the
relevance of attributes in communicating the input-output link. Finally, the capacity to
transfer knowledge from one system to another is crucial for human decision-makers to

have faith in the prediction model's ability to generalise to new data.
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The system’s ability to inform users is also important since this guarantees it will have
practical applications beyond just training. Citizens may have a right to explanations for
automated choices that impact them, and this raises important ethical problems. Algorithms
can be held accountable if they are required to provide explanations and justifications for
their actions.

Adjustments to prediction models are made easier when they are explicable since domain
experts may evaluate the model in light of prior information and add their own insights.
The ability to track down potential points of failure and fine-tune the model parameters is
a huge boon to software development teams. In addition to improving the system's overall
performance, explainability acts as a stand-in for testing more nuanced qualities like
security, privacy, fairness, and dependability.

In conclusion, explainability promotes ethical and responsible behaviour, transferability,
and the ability to adapt models based on domain expertise, all while satisfying the basic

human need for understanding, confidence, and reason in automated decision-making.

Furthermore, it is a flexible proxy for evaluating many qualitative factors, which is why
NLP-based models are so important in e-commerce applications like Amazon's Musical
Instrument Reviews (Burkart 2021).

Before delving into the literature study, it's crucial to establish a clear understanding of the
term "explainability” in the context of Al, especially in Machine Learning (ML). This
section aims to define explainability, discuss its importance in Al and ML, and introduce
the general classification of Explainable Al (XAI) approaches to guide the subsequent
literature review.

Terminology Clarification In the literature, there is often confusion between the term’s
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"interpretability” and “explainability.” However, they have distinct meanings.
Interpretability refers to the passive characteristic of a model, indicating the level at which
the model makes sense to a human observer, often synonymous with transparency. On the
other hand, explainability refers to an active characteristic of a model involving actions or
procedures taken by the model to clarify or detail its internal functions.

To establish a common understanding, let's clarify and compare some commonly used
terms in the ethical Al and XAl communities (Arrieta 2020):

e Understandability (or intelligibility): It denotes a model's ability to make a human
understand its function without needing to explain its internal structure or
algorithmic means.

e Comprehensibility: In the context of ML models, it refers to the ability of a learning
algorithm to represent its learned knowledge in a human-understandable fashion. It
is often related to model complexity evaluation.

e Interpretability: It is the ability to explain or provide meaning in understandable
terms to a human.

e Transparency: A model is considered transparent if it is inherently understandable
by itself. Transparent models can be further categorized into simulatable,
decomposable, and algorithmically transparent models.

Out of these definitions, understandability emerges as a central concept in XAl. Both
transparency and interpretability are closely related to understandability, where
transparency emphasizes a model's independent understandability, and interpretability
focuses on making a model's decisions clear to humans.

What?
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Though beyond the scope of this thesis, (Arrieta 2020) it is essential to note the discussions
around general theories of explanation in philosophy. Many proposals have been made, but
there is no common consensus on a unified theory yet. Similarly, in Al, there is no
agreedupon definition for interpretability or explainability. However, various contributions
claim to achieve interpretable models and techniques to enable explainability.

One attempt at defining Explainable Artificial Intelligence (XAl) is given by D. Gunning,
who states that XAl aims to create machine learning techniques that enable human users
to understand, trust, and effectively manage artificially intelligent partners. However, this
definition overlooks other motivations for interpretable Al models, such as causality,
transferability, informativeness, fairness, and confidence.

To clarify the concept of explainability in the context of an ML model, we can define it as
the details and reasons the model provides to make its functioning clear or easy to
understand for a given audience. However, quantifying the interpretability gained from
XA approaches is challenging. Some approaches may reduce model complexity, while
others might use visualization methods or natural language, making it difficult to measure
the improvements in interpretability objectively.

Why?

Explainability is a crucial issue hindering the practical implementation of Al. The inability
to fully understand the reasons behind the performance of ML algorithms creates two
primary challenges. First, there is a gap between the research community and business
sectors, limiting the adoption of ML models in sectors with strict regulations and concerns

about risk. Second, the focus on performance metrics in research studies neglects the
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importance of understanding, which is vital for model improvement and practical utility in
science and society.

In summary, it is essential to establish a common understanding of explainability before
delving into the literature study. The interchangeable use of interpretability and
explainability hinders clarity, but distinguishing between them is crucial. Explainability is
an active characteristic involving model actions to clarify internal functions, while
interpretability is a passive characteristic related to a model's inherent transparency.
Understanding is a central concept in XAl, and the lack of a comprehensive definition for
explainability in Al remains a challenge to address. The importance of explainability arises
from its potential to bridge the gap between research and business sectors and foster a
deeper understanding of Al models, enabling further improvements and practical utility

(Arrieta 2020).
2.1.1 Definition of Explainability in NLP

There exists a clear trade-off between a machine learning model's performance and its
capacity to provide explainable and interpretable predictions. Black-box models, which
include deep learning and ensembles, excel in performance but lack transparency. On the
other hand, white-box or glass-box models like linear and decision-tree-based models are
more interpretable but might not achieve state-of-the-art performance due to their simpler
designs.

In real-world applications, the trustworthiness and interpretability of Al systems play a
crucial role, especially in sectors like healthcare and self-driving cars, where moral and
fairness concerns arise. Consequently, the field of eXplainable Artificial Intelligence (XAl)

has experienced a revival. XAl focuses on understanding and interpreting the behaviour
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of Al systems, which had lost attention in the scientific community for a while as the
primary focus was algorithm predictive power (Linardatos 2020).

Interpretability and explainability are terms frequently used interchangeably by
researchers, but some works have attempted to identify their differences and distinguish
between these two concepts. While closely related, there is no concrete mathematical
definition for either interpretability or explainability, and they have not been measured
using specific metrics. Nevertheless, efforts have been made to clarify these terms and
related concepts like comprehensibility (Lipton 2018, Doshi-Velez 2017, Gunning 2019).
Despite these efforts, the existing definitions lack mathematical formality and rigor (Gilpin
2018).

One widely recognized definition of interpretability comes from Doshi-Velez and Kim
(Doshi-Velez 2017), who define it as "the ability to explain or to present in understandable
terms to a human.” Similarly, Miller (Adadi 2018) defines interpretability as "the degree
to which a human can understand the cause of a decision.” Although these definitions are
intuitive, they lack the mathematical formality required for rigorous interpretation (Bibal
2021).

Interpretability is primarily linked to the intuition behind the outputs of a model (Bibal
2021). The idea is that a more interpretable machine learning system allows for easier
identification of cause-and-effect relationships between its inputs and outputs. For
instance, in image recognition tasks, the system's decision about a specific object's presence
in an image (output) might be influenced by certain dominant patterns in the image (input).
On the other hand, explainability is associated with understanding the internal logic and

mechanics of a machine learning system. A more explainable model provides deeper
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insights into the internal processes during training or decision-making. It is essential to
note that an interpretable model does not necessarily mean humans can comprehend its
underlying logic or internal workings. Therefore, interpretability does not necessarily
imply explainability, and vice versa, for machine learning systems. As a result, some
researchers, like Gilpin et al. (Gunning 2019), argue that interpretability alone is
insufficient, and the presence of explainability is also fundamentally important.

This study aligns with the work of Doshi-Velez and Kim (Doshi-Velez 2017) and considers
interpretability a broader term than explainability. In essence, interpretability pertains to
the ability to make outputs understandable to humans, while explainability focuses on
understanding the internal workings and mechanisms of the model.

In conclusion, while interpretability and explainability are often used interchangeably, they
have nuanced differences. Interpretability relates to the human understanding of a model's
outputs, while explainability delves into comprehending the model's internal processes.
The lack of formal mathematical definitions and metrics for these concepts makes their
precise characterization challenging. Nevertheless, researchers continue to explore and
refine these notions to enhance the transparency and trustworthiness of machine learning
systems.

The research in the field of Explainable Artificial Intelligence (XAI) has identified various
goals and objectives related to achieving explainability in machine learning (ML) models.
However, there is no unanimous agreement among the papers on the specific goals an
explainable model should fulfill. This lack of consensus has led to a limited number of

contributions attempting to define these goals conceptually. In this section, we will
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synthesize and enumerate the different goals proposed in the literature to establish a

classification criterion for the reviewed papers (Arrieta 2020).

Trustworthiness: Many authors emphasize the pursuit of trustworthiness as the
primary objective of an explainable Al model. Trustworthiness is related to the
confidence that a model will perform as intended when encountering a specific
problem. While trustworthiness is a crucial property of any explainable model, it
does not necessarily imply full model explainability. The connection between
trustworthiness and explainability is not always reciprocal, and not all papers
explicitly state trustworthiness as their primary goal for achieving explainability.
Causality: Another common objective for explainability is identifying causality
among data variables. Explainable models can aid in identifying relationships that
suggest possible causal links between the variables. However, it's important to note
that ML models typically discover correlations rather than causation, and proving
causality requires a broader frame of prior knowledge. Despite its importance,
causality is not among the most commonly stated goals in the reviewed papers.
Transferability: Transferability refers to the ability of models to be seamlessly
applied in different contexts or tasks. Explainability can contribute to understanding
the boundaries that affect a model's performance, enabling better understanding and
implementation in various scenarios. The understanding of a model's inner
workings facilitates its reuse and performance improvement in different problem

domains.

Informativeness: ML models are designed to support decision-making, but the

problem being addressed by the model may differ from the problem faced by its
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human user. Therefore, explainable ML models should provide information about
the problem being tackled. Many papers focus on extracting information about a
model's internal relations to aid in understanding its decision-making process.

Confidence: Confidence, as a generalization of robustness and stability, is crucial
in assessing the reliability of a model. An explainable model should contain
information about its confidence levels under different scenarios. Stable and

trustworthy interpretations should be derived from explainable models.

Fairness: Explainability can play a significant role in promoting fairness in ML
models. By providing clear visualizations of the relationships affecting model
outputs, explainable models enable fairness and ethical analysis. Identifying bias in
the data the model was trained on is another objective of XAl to avoid unfair or
unethical use of model outputs.

Accessibility: Some papers argue that explainable models should allow end users,
especially non-technical or non-expert users, to become more involved in
improving and developing ML models. Explainability can make algorithms more

comprehensible to users who may find them initially incomprehensible.

Interactivity: Interactivity with users is considered a goal for explainable ML
models in fields where end users' involvement is crucial to the model's success. The
ability for users to interact and tweak the model ensures better adaptation and
usability.

Privacy Awareness: Although rarely mentioned in the reviewed literature,

explainability in ML models can have implications for privacy assessment. Models
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with complex representations might compromise privacy, while explainable models

can ensure privacy by not revealing sensitive information to unauthorized parties.
The literature also distinguishes between inherently interpretable models and those that
require external XAl techniques for explainability. This distinction leads to classifying
transparent models (interpretable by design) and post-hoc explainability techniques. The
post-hoc techniques include text explanations, visualizations, local explanations,
explanations by example, explanations by simplification, and feature relevance.
Overall, the goals and objectives for explainability in ML models are diverse and
encompass trustworthiness, causality, transferability, informativeness, confidence,
fairness, accessibility, interactivity, and privacy awareness. Classifying explainable models
into transparent models and post-hoc techniques offers various approaches to achieving the
desired level of explainability in different contexts. (Arrieta 2020).

2.1.2 Importance of Explainability in NLP

In various domains such as medical, judicial, banking, bio-informatics, automobile,
marketing, election campaigns, precision agriculture, and military applications, the need
for explainability in machine learning models becomes evident. The capability of
providing understandable and interpretable explanations for automated decisions is
crucial for ensuring trust, accountability, compliance with legal obligations, and informed
decision-making.

In the medical domain and healthcare, using an intelligible system for screening patients
with a high risk of cancer goes beyond accurate identification; researchers also need to

understand the underlying causes of cancer. Similarly, in the judicial system, it becomes
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necessary to comprehend the reasons behind specific predictions to defend automated
decisions in court.

In the banking and financial domain, legal obligations require institutions to explain why
a customer was denied credit. Moreover, understanding customer churn is of great interest
for banks and insurance companies to develop effective counteracting plans due to the high
costs of acquiring new customers.

In bio-informatics, establishing trust in a system leads to increased investment in
experiments related to the system's domain. In the automobile industry, understanding the
reasons behind accidents involving autonomously driving cars is crucial for developers,
involved parties, and the legal system to fix the system's flaws and assign responsibility.
In marketing, the ability to explain why a customer preferred one product over another
provides a competitive advantage, enabling companies to equip other products with
purchase-relevant attributes. Similarly, in election campaigns, understanding the reasons
behind voting decisions can influence votes, allowing targeted advertising based on
personal interests.

In precision agriculture, gathering information through remote sensors and machine
learning models helps farmers better understand how to increase harvest benefits in specific
areas. The military can benefit from explainable expert systems, particularly in training
soldiers.

In a military simulation environment, users receive meaningful information on how to

accomplish goals more efficiently through explainable machine learning.
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In recommender systems, offering explainable recommendations allows system designers
to understand why specific products are recommended to particular user groups. This
improves the effectiveness of the recommender system and enhances decision clarity.
Overall, explainability in supervised machine learning models is a critical aspect in
numerous domains, ensuring transparency, informed decision-making, trust, and
accountability. By providing meaningful and interpretable explanations, these models
become more trustworthy, enabling stakeholders to make well-informed choices in their
respective fields (Burkart 2021).

The increasing popularity of the search term "Explainable Al" over the years, as depicted
in Figure 1 using Google Trends data, illustrates the resurgence of interest in this field and
is reflected in the increased research output in recent times. This revival is driven by the
need for trustworthy, fair, robust, and high-performing Al models that can be easily

understood and explained for real-world applications (Linardatos 2020).
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Figure 1: Google Trends Data of Interest Over Time from 2004 to present worldwide for

XAl

FAT* academics promote fairness, accountability, and transparency in Al, machine
learning, computer science, legal, social science, and policy applications. The annual FAT*
conference brings together researchers and practitioners interested in these issues. DARPA
launched its XAl program in 2017 to develop new techniques for making intelligent
systems more explainable, with 11 projects running until 2021. The industrial community
is also growing in interest in XAl, with companies like H20.ai, Microsoft, Kyndi, and

FICO contributing to making Al more explainable.
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The need for Explainable Artificial Intelligence (XAI) arises from various motivations,
including justifying decisions, controlling system behavior, improving models, and
discovering new insights. However, there are differing opinions on whether there is a
pressing need for greater interpretability in Al systems.

Explainability is crucial for several reasons, such as building trust in the system'’s fairness
and ethics, providing better visibility over vulnerabilities and flaws, making explainable
models easier to improve, and asking for explanations being a powerful tool for learning
new facts and gathering information.

However, not everyone agrees on the pressing need for high interpretability in Al systems.
Requiring every Al system to explain every decision could lead to less efficient systems
and design choices prioritizing explainability over capability. Additionally, making Al
systems explainable can be costly due to resources and development efforts.

The need for explainability depends on the degree of functional opacity caused by the
complexity of Al algorithms and the degree of resistance of the application domain to
errors.

In contrast, a relatively lower level of interpretability suffices for domains where the cost
of errors is low, like targeted advertising. Hence, potential application domains for XAl
approaches include areas where the cost of making a wrong prediction is significant, and

interpretability is necessary to ensure trust and safety (Arrieta 2020).

2.2 Existing Approaches to Explainability in NLP

In model explainability, different types of explanations can be generated depending on the

specific model used. To effectively explain a decision, one must choose a particular type
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of explanation or stylistic element. Several types of explanations are differentiated, each

serving different purposes:

Local Explanation: Local explainability focuses solely on an individual's decision
and provides the reasoning behind a specific decision. It aims to explain the
prediction for a particular data instance within its neighborhood. By zooming in on
a single instance, local explanations offer insights into why a model arrived at a

specific outcome for that particular case.

Counterfactual (Local) Explanation: Counterfactual explanations offer data
subjects, such as customers, meaningful explanations to understand a given
decision and provide grounds to contest it. They also advise how to modify the
decision to potentially receive a preferred outcome, for instance, in the context of

loan approval.

Prototype (Local) Explanation: Prototype explainability involves reporting
similar examples to explain the initial decision. These examples are prototypical
instances that bear similarity to the unseen instance. Providing such examples helps
equip a model with explainability and enhances understanding by showecasing
relevant instances that influenced the prediction.

Criticism (Local) Explanation: Criticism supports prototype explanations by
identifying what the prototypical instance failed to capture. It serves as a
supplement to prototype explanations and aids in refining the understanding of the
model's behaviour by highlighting aspects not adequately addressed by the

prototypes.
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» Global Explanation: Unlike local explanations, global explainability covers global
dependencies to describe what a model focuses on in general. The global scope is
concerned with the overall actions of the model and provides a pattern that the
prediction model has discovered on a broader scale. This type of explanation
conveys the general behaviour of a classifier, disregarding predictions of individual
instances.

By employing these various types of explanations, model explainability becomes a
versatile tool in understanding the decision-making process of machine learning models.
Local explanations provide fine-grained insights into specific instances, allowing
stakeholders to comprehend individual decisions and potentially contest or adjust them.
Counterfactual explanations offer actionable advice to improve decisions, while prototype
explanations use similar examples to illuminate the model's reasoning. Criticism
explanations complement prototype explanations by identifying their limitations and
enhancing the understanding of the model's behaviour. Finally, global explanations reveal
broader patterns and dependencies, enabling a comprehensive understanding of the model's
overall behaviour.

In summary, the availability of diverse explanation types empowers stakeholders to gain
transparency and trust in machine learning models, making them more accessible and
interpretable. By offering different perspectives on model behaviour, these explanations
cater to the varying needs of decision-makers and end-users, fostering greater adoption and

acceptance of machine learning systems across different domains (Burkart 2021).
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2.3 Limitations of Current Explainability Techniques

In the realm of machine learning, the concept of explainability has gained significant
importance. It involves providing insights and justifications for the decisions made by Al
systems, allowing end users to understand the reasoning behind these outcomes. However,
there are several technical limitations and challenges that organizations encounter when
attempting to offer real-time explanations to their users. Let's delve into these points in

detail:

» Technical Limitations in Real-Time Explanations: Providing explanations in
real-time can be a challenging task for organizations. Some machine learning
models have a non-convex nature, which makes computing certain explanations,
like identifying the most influential data points, computationally intensive and

time-consuming.

« Difficulty in Finding Plausible Counterfactuals:
Counterfactuals are

hypothetical data points that could have resulted in a different decision. Finding
plausible counterfactual data points that align with real-world data and remain
within the input data manifold is a nontrivial problem. Existing techniques may
resort to crude approximations or return the closest data point from a different class
in the training set.

* Privacy Concerns: While providing explanations to end users can be beneficial, it
also raises privacy concerns. There is a risk of model inversion, where sensitive

information could be inferred from the explanations provided.
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Lack of Frameworks for Decision-Making: Organizations often lack clear
frameworks for determining why they need an explanation in the first place. Current
research in the field fails to fully capture the objectives and purposes of

explanations.

Limited Utility of Large Gradients: Large gradients, which represent the
direction of maximal variation with respect to the output manifold, may not
necessarily provide meaningful explanations to stakeholders. While gradient-based
explanations offer interpretations of how the model behaves under infinitesimal
perturbations, they may not fully explain whether the model captures the underlying

causal mechanism from the data.

Limitations of Current Techniques for End Users: Although machine learning
engineers increasingly use explainability techniques as sanity checks during the
development process, these techniques still have significant limitations that hinder
their direct use in informing end users. Some of these limitations include the need
for domain experts to evaluate explanations, the risk of spurious correlations in
model explanations, the lack of causal intuition in explanations, and the latency in
computing and presenting explanations in real-time.

The Importance of Addressing Limitations: To make explainability more
effective and practical for end users, future research should focus on addressing the
aforementioned limitations. This includes developing techniques that can generate
meaningful and trustworthy explanations without relying heavily on human

evaluation.
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» Clear Desired Data for Explanation Techniques: Organizations must establish
clear objectives and desired features (desiderata) for their explanation techniques.
By defining these goals, organizations can guide the development of more reliable
and useful explainability solutions.

» Cognizance of Concerns Associated with Explainability: Organizations should
be aware of the potential concerns associated with providing explanations, such as
privacy issues and the risk of misinterpretation of explanations.

It is a crucial step towards creating more trustworthy and transparent Al systems, and it
encourages further research to build improved and robust explainability solutions in the
future. By addressing technical challenges and providing meaningful explanations, the
field of explainability in machine learning can make significant progress in bridging the
gap between Al models and end users (Ghassemi 2021).

Explainability in machine learning is crucial for gaining trust and understanding Al
systems' behavior. However, for instance, explainability methods face significant
limitations in the medical field due to the complexity and high dimensionality of data and
models. Two categories of explainability have been explored: inherent explainability,
which applies to models with simple inputs, and post-hoc explainability, which aims to
dissect complex models' decision-making procedures.

Technical limitations in real-time explanations include complex models, non-convex
models, difficulty in finding plausible counterfactuals, crude approximations, privacy
concerns, interpretability gaps in post-hoc explainability, lack of performance guarantees
in explanations, incomplete faithfulness, confusion in explainability methods, and

detection of bias and discrimination.
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Post-hoc explainability methods rely on human interpretation, leading to potential biases
and misinterpretations. Additionally, there is a lack of performance guarantees in
explanations, as they rarely undergo comprehensive performance testing from a human
perspective. Furthermore, post-hoc explanations are only approximations of the model's
decision procedure, introducing additional sources of error.

Explainability for trust and decision making can be challenging, as explainability methods
may not always produce valid, local explanations to justify model predictions. To address
this, the role of aggregate behavior in explanations is essential. Global descriptions can
provide valuable insights and help identify potential datasets or model formulations issues.
Thorough validation, similar to randomized controlled trials (RCTs) used for medical
interventions, is essential to ensure Al systems' safety, efficacy, and equity.
Explainability in the medical field faces several challenges, ranging from technical
limitations to human biases and the interpretability gap. These limitations call for a shift in
perspective, focusing on the aggregated behaviour of models rather than relying solely on
local explanations. Thorough and rigorous validation, similar to RCTs, should be applied
to Al systems to ensure their safety, effectiveness, and fairness. While explainability
methods may not provide normative evaluations, they can serve as valuable tools for
analysis and algorithmic audit to identify biases and improve Al systems. By addressing
these limitations, the medical field can make informed decisions regarding the use of Al
and build more equitable and trustworthy Al solutions (Macha 2022).

XAl Visualizations and Interpretability Techniques:

The inability of Human Attention to Deduce XAl Explanation Maps: Researchers have

found that humans may struggle to interpret and understand the explanation maps
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generated by XAl techniques for decision-making. This limitation can be a problem in
mission-critical applications where comprehending and trusting the Al's decisions is

crucial.
« Unavailability of a Quantitative Measure of Completeness and Correctness: There is

currently no standardized quantitative measure to determine the completeness and
correctness of the explanation maps produced by XAl techniques. This lack of a
concrete measure makes it challenging to assess the reliability and accuracy of these
explanations.
This thesis (Das 2020), discusses different explanation maps generated by various XAl
(Explainable Artificial Intelligence) techniques to explain the decisions made by an Al
model for image recognition. These techniques provide insights into why the Al model
classified certain images the way it did.
The paper uses four example images to illustrate the explanations. Each image is associated
with a prediction made by the Al model. The accuracy percentage indicates how confident
the model is in its prediction for each image.
Various XAl techniques are used to generate explanation maps for the images. These
techniques include saliency maps, gradient times input, integrated gradients, LRP,
DeepLIFT, Grad-CAM, LIME, and SHAP.
Grad-CAM and SHAP Scale:
Grad-CAM generates a heatmap that shows the influence of individual pixels on the
model's decision, with values ranging from 0 to 1. On the other hand, SHAP values range
from -0.3 to +0.3, indicating whether they decrease or increase the output class probability

for the corresponding input.
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The example images include correct predictions (e.g., predicting a Koala or a leaf beetle)
and incorrect predictions (e.g., predicting a horse as an Arabian camel).

The paper compares the explanation maps generated by different XAl techniques for the
example images. It focuses on saliency maps, gradient times input, and integrated
gradients. Integrated gradients seem to improve over prior gradient-based methods,
especially for images with lower-class probabilities.

As human evaluators, we can make sense of the output generated by XAl techniques. For
example, for an image of a sandy beach, the integrated gradients highlight the beach, chairs,
and blue sky, which aligns with our human experience. Grad-CAM, LIME, and SHAP
generate different visualizations, with each technique emphasizing different areas of the
image.

LIME and SHAP are perturbation-based methods that use super pixels to maximize the
class probability. The explanation maps generated by these techniques focus on different
parts of the image, such as chairs, sky, and beach.

In the case of SHAP, the values generated are very low, indicating that these areas have a
lesser influence on the confidence score of the Al model.

In essence, the paragraph explains how XAl techniques are used to generate explanation
maps for image recognition decisions. These maps help us understand why an Al model
makes specific predictions for different images. Different XAl techniques provide varying
visualizations, and integrated gradients show promising improvements over previous
gradient-based methods. As human evaluators, we can interpret and make sense of the
explanation maps, aligning them with our own understanding of the images. (Das 2020)

Need for Reconsideration and Better Presentation: (Das 2020)
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Given the limitations of XAl visualization techniques, further use of these methods for
mission-critical applications needs to be reevaluated. Researchers should explore better
ways of representing and presenting explanations to enhance their usability and
effectiveness.

Example Study 1:

Impact of SHAP Explanations on Human Performance: A study evaluated the impact of
SHAP explanations on improving human performance in alert processing tasks. However,
the results showed that providing additional SHAP explanations did not significantly
improve decision-making. In some cases, individuals were more interested in the final class
score, which could lead to catastrophic consequences in mission-critical scenarios.
Example Study 2:

The LIME algorithm's performance was criticized for producing attributions that were not
relevant to human explanations, resulting in low explanation precision. Researchers should
consider different explanation modes, including application-grounded, human-grounded,
and functionally-grounded explanations, to improve the quality of explanation maps. Flaws
in explanation map visualizations, bias term and input invariances, and inherent
dependency of gradient-based methods on models have been highlighted. Newer methods
like "explaining with Concepts" and “Interpretable Basis Decomposition" offer
improvements to perturbation and gradient-based XAl methods, providing additional
metainformation on individual class predictions. PatternNet and PatternAttribution are
proposed as improvements to gradient-based methods, aiming to enhance the
interpretability of Al models. These methods aim to improve the quality of explanation

maps and improve the interpretability of Al models.
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2.3.1 Interpretability-Performance Trade-off

The researchers use previous studies on model interpretability as a foundation. They
mention some algorithms, like Linear Regression and Decision Trees, that are easy to
understand because they work in a straightforward manner. However, more complex
algorithms like Random Forest or Extreme Gradient Boosting, while more accurate,
become harder to interpret due to their complexity.

They also mention deep learning, which can be very accurate, especially with text or image
data. But, it is challenging to understand because it uses complex, non-linear functions,
making it less transparent. This lack of transparency means we may not always know why
these complex algorithms make certain decisions.

To understand the interpretability of different algorithms better, the researchers identify
three levels of interpretability: high, medium, and low (Molnar 2020).

The researchers note that interpretability is not just about the algorithms but also involves
the data itself. They introduce the idea of hard and soft information. Hard information is
straightforward and can be easily represented, like the price of a share. On the other hand,
soft information is more complex and context-dependent, like a customer's mood or
motivation. Soft information is harder to interpret because it requires considering the
context.

They further break down the data from a technical perspective, focusing on the number of
features in a model. Even with a transparent algorithm like Linear Regression, having
thousands of variables can make it challenging to understand the model's behaviour.

The researchers suggest separating models based on the number of features. Models with

just a few features are easier for humans to process than models with hundreds or thousands
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of variables. However, having only a few variables does not guarantee interpretability; the
type of features matters too. If the features are not understandable by themselves, like
principal components with no clear interpretation, it makes the model less interpretable.
They categorize features into observed, designed, and generated groups, depending on how
they are created. Features that are hand-selected and not transformed tend to be more
interpretable. However, using complex techniques like polynomial features or
dimensionality reduction may lead to less interpretable features (Gosiewska 2021) (Rudin
2019) (Kostic 2020).

Next, the researchers propose a taxonomy to evaluate the interpretability of an intelligent
system, considering both algorithms and features. This taxonomy helps assess different
aspects of the system and suggests areas for improving interpretability.

To evaluate the system, they use a seven-gap framework, which considers various
perspectives on an intelligent system. Aligning the algorithmic model with the user's
mental decision model can close some gaps and improve user acceptance.

Although interpretable systems may seem less powerful because they use simpler
algorithms and fewer variables, it's not always the case. Well-designed interpretable
models can perform just as well as complex black box models. Performance in machine
learning goes beyond just accuracy; it also involves overall effectiveness, considering user
needs and the system's usage.

In conclusion, the researchers emphasize the importance of interpretability in intelligent
systems, especially when dealing with complex algorithms and large datasets. By
understanding and explaining how these systems work, we can build more trustworthy and

effective Al models.
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In the following Tablel, the technical explainable artificial intelligence (XAIl) taxonomy
categorizes different aspects of machine learning (ML) and deep learning (DL) separately.
The interpretability level of each category in the table can be determined independently,

without relying on the others (Kucklick 2022).

Table 1:Technical XAl taxonomy, ML=Machine Learning, DL = Deep Learning

Source: MDPI
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2.3.2 Scalability Issues

Combining XAl (Explainable Artificial Intelligence) with blockchain and 0T (Internet of
Things) infrastructure poses economic and scalability challenges. The scalability issue
arises from the size of each block in the blockchain and its ability to handle the increasing
number of transactions. As the number of transactions increases, so does the handling and
maintenance costs due to increased traffic. Additionally, more users and transactions lead

to higher latency time for processing. These challenges remain open research issues, and
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researchers have introduced methodologies like Segwit, Sharding, and Plasma to address
them.
» Segregated Witness (SegWit):

o SegWit is a protocol upgrade designed for Bitcoin to change the way data
is stored. Its primary goal was to address the transaction malleability
problem, where the digital signature used to verify ownership and
availability of the sender's funds consumed a significant amount of space in
a transaction.

o By implementing SegWit, the signature data is removed from each
transaction, freeing up more space within Bitcoin's 1 MB storage blocks.
This allows for more transactions to be accommodated in a single block,
thereby increasing the throughput and processing capacity of Bitcoin.
SegWit has already been successfully implemented in Litecoin.

o However, it's important to note that SegWit is not a sustainable scaling
solution for Bitcoin. It is specific to the Bitcoin-based blockchain and
cannot be universally applied to other blockchains. While SegWit does
enable Bitcoin to handle more transactions, it doesn't necessarily reduce the
confirmation time for each individual transaction.

» Sharding:

o Sharding is a techniqgue commonly used in database management, also
known as horizontal partitioning. It involves breaking down a large database
into smaller, more manageable segments or shards. The purpose of sharding

is to improve performance and reduce query response times. o When
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applied to a blockchain, which is a distributed database, sharding divides
the network into different segments or shards. Each shard is managed by
specific nodes allocated to it. As a result, the system's throughput is
significantly enhanced since multiple node clusters can run in parallel to
process transactions.
+ Plasma:

o Plasma is a framework proposed by Joseph Poon and Vitalik Buterin in
2017 for creating scalable applications on layer 2 of Ethereum. It combines
Smart Contracts and cryptographic verification to enable fast and
costeffective transactions by moving them from the main Ethereum
blockchain to "side™ chains (also known as child chains or plasma). These
side chains periodically report back to the main chain to resolve any
disputes.

o The structure of Plasma allows for the creation of an unlimited number of
child chains, resembling smaller copies of the underlying Blockchain (layer
1). The uniqueness of Plasma lies in its ability to create additional chains on
top of existing ones, forming a true tree structure. Moreover, these solutions
can be integrated with rule-based XAl (Explainable Artificial Intelligence).

Applications of XAl for 1oT:
* Preventive Healthcare:
o XAl-integrated clinical decision support systems (CDSS) can provide

explanations from medical, technological, legal, and end-user perspectives.
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o It uses analysis findings to conduct ethical assessments of patients' profiles
with appropriate explanations.

o XAl, CDSS, and edge Al-enabled smart devices can offer real-time
information about patient's health conditions and assist caretakers and
healthcare experts in making critical decisions.

o XAl and loT-enabled frameworks can perform advanced analytics on
patients' vital health information and predict health diseases in advance.

+ Smart Building Management:

o XAl and loT-enabled smart building/home architectures can autonomously
control building operations.

o Using QARMA algorithms and models, XAl systems monitor smart
building operations like protection against thefts and intrusion activities,
lighting, ventilation, heating, etc.

o XAl-integrated QARMA methodologies can identify intruders, interpret
and explain theft to the police, make autonomous decisions, and notify
house members about actions taken against thefts.

» Accident Prevention:

o XAl and IloT integrated frameworks, like the local interpretable
modelagnostic explanations (LIME) framework, can be integrated with
LoRA.

o The LIME integrated XAl and loT-based systems provide real-time
accident updates to neighboring cars and prevent fatal accidents by

informing about dangers and risks in advance.
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» Traffic Management:

o XAl with loT solutions can assist in smart vehicle management based on
intelligent sensing units connected to smart vehicles.

o XAl, supply chain management (SCM), and blockchain-integrated heuristic
search methodology can help avoid traffic congestion and identify traffic
conditions in advance.

o The XAl-enabled SCM system stores information and time of every service
provider (SP) and is connected with smart networks like vehicular ad-hoc
networks (VANET) to identify traffic conditions, assist vehicle navigation,
and reduce traffic congestion.

Scalability is an essential feature in assessing the performance and throughput of any
system. The dynamic XAl integrated smart city system functions based on machines,
various Al algorithms and methodologies, sensing data, and third-party networks. Ensuring
flexibility and responsiveness among various collaborative and networking nodes and Al
methodologies is crucial. In the future, combining XAl architecture with Responsive Al

could achieve scalability in smart city applications and systems (Kucklick 2022).

2.3.3 User Acceptance and Trust Concerns

In simple terms, the language used in the law is not always clear or consistent in its strength.
When it comes to making decisions using machine learning models, there are different
levels of constraints on how much explanation is needed. These constraints can be

categorized into four levels:

*  Level One: Providing the main features used to make a decision.
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»  Level Two: Providing all the processed features used in the decision.
»  Level Three: Providing a comprehensive explanation of the decision.

»  Level Four: Providing an understandable representation of the entire model. In
cases involving administrative and judicial decisions, most of the focus has been on
developing models that are interpretable and explainable. This means that the models
can provide legal articles or reasoning that supports their decisions. However, there is
less research on models that can also provide answers to the arguments presented by
parties involved in the case, along with their final decision.

One potential solution to this problem is the use of natural language processing (NLP).
NLP can help process and understand text-based information such as fact descriptions,
legal articles, and arguments. For example, NLP techniques like Seq2Seq learning have
been used to provide explanations for a model's decision in the form of generated text.
There are two different views on explainability. The first view, from a machine learning
perspective, focuses on developing interpretable models or finding ways to explain
blackbox models using understandable representations. For example, decision tree models
are considered interpretable because their tree structure allows humans to follow the
mathematical process behind the decision in a more accessible way.

The second view, which aligns with the legal perspective, defines explainability as
providing meaningful insights on how a particular decision is made. It may not necessarily
require providing an interpretable representation of the mathematical model itself, but
rather offering a train of thought that makes sense to the user.

To move forward, there needs to be a close collaboration between the legal and machine
learning communities. This will help clarify the requirements of the law and develop new

techniques to ensure machine learning models can meet the different levels of
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explainability required by law. This exchange of knowledge can also help machine learning
researchers better define and address the new challenges posed by legal requirements for
explainability (Bibal 2021).

It's essential to understand the significance of explainability in machine learning (ML)
models and its impact on stakeholders. Explainability tools play a crucial role in ensuring
that ML models can be understood and trusted by users. However, developing these tools
requires careful consideration of the context in which they will be used. Involving
stakeholders throughout the development process is key to preventing biases, data misuse,
and ensuring that the tools meet their needs effectively.

To encourage the adoption of explainable ML, it's essential to create educational programs
for stakeholders. These curricula should be tailored to different levels of expertise and
bandwidth, ensuring that stakeholders can make informed decisions when using
explainable ML techniques.

One critical aspect of explainability is treating confidence as complementary to
explanations. This means that the ML community must develop specific techniques to
quantify and communicate uncertainty to stakeholders. Context-specific approaches are
needed to ensure that the explanations provided are meaningful and useful for
decisionmaking.

Flexibility is also crucial in the development of explanation techniques. Stakeholders
should have the ability to toggle between different types of explanations, and ML models
should be able to update based on stakeholder feedback. This adaptability will promote the

widespread adoption of explainable ML across various applications.
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When designing explainable ML tools, it's essential to consider how the explanations might
be acted upon. If the explanations lead users to question or distrust the system, it could
indicate issues with the model's predictions. Understanding how explanations influence
user behaviour is critical for the successful deployment of explainable ML, and models
should be adjusted accordingly based on feedback from affected parties.

The outcomes of a collaborative effort involve stakeholders of explainable ML. It
emphasizes the importance of community engagement in the development process and the
thoughtful deployment of explainable ML techniques. By understanding the context in
which explanations are used and involving stakeholders in the development, organizations
can ensure the effective adoption of explainable ML.

For stakeholders, it's essential to consider how the uncertainty of the underlying model
affects explanations, how they will interact with the explanations, and how their behaviour
might change based on the provided explanations. Repeated interactions with the models
may require transparency in the form of explanations to build trust and confidence.

In conclusion, as the adoption of explainable ML continues to grow, it is crucial for
researchers and practitioners to engage in interdisciplinary conversations with external
stakeholders. By incorporating their input, the utility and effectiveness of explainable ML
can be enhanced beyond the ML community. Transparency, context-specific techniques,
flexibility, and stakeholder involvement are key factors in ensuring the success of
explainable ML in various domains. As a business analyst, understanding these aspects
will be instrumental in guiding organizations toward adopting explainable ML solutions

effectively (Bhatt 2020).
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The reviewed research on Explainable Artificial Intelligence (XAl) for Reinforcement
Learning (RL) is still in its early stages. Most of the papers examined in the review
presented "toy" examples or small-scale case studies intentionally scoped to avoid the
problem of a large number of possible combinations of states and actions. For instance,
some papers focused on basic environments like the Cart Pole or grid-world examples
(Wells 2021).

The authors of the reviewed papers highlighted limitations in scaling their approaches to
more complex domains or explanations, except for one paper that claimed scalability.
Surprisingly, many papers were centered around video game agents or problems, while
only a few explored real-world applications like autonomous driving or robotics (Wells
2021).

Most of the research focused on modifying existing RL algorithms to incorporate
explainability. There is an opportunity to design RL algorithms with interpretability in
mind, aiming for inherently explainable and verifiable agents using symbolic
representation.

One major limitation of the studies was the lack of user testing. Many approaches were not
tested with users, and when they were, the details of the testing were often limited. The
number of participants varied significantly among the studies, and the lack of user testing
aligns with the findings of a previous review of XAl in Machine Learning (Wells 2021).
In some cases, the explanations provided to human participants were too complex or
required additional knowledge, making them unsuitable for laypeople or domain experts.
There is a need for research on how to present explanations effectively, as people generally

prefer simpler and more general explanations.
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The visualization techniques used in the papers were often based on pixel saliency, which
Is suitable for image classification tasks. However, RL problems that evolve over time may
require more complex visualization techniques to capture the temporal dimension. The
majority of explanations and visualizations presented were targeted at experts, and there is
a need for research on providing explanations and visualizations for laypeople or those
working with the agent.

Another issue observed was the lack of open-source code. Only a few papers provided
access to their code repository. This lack of availability could be due to various reasons,
including the small-scale nature of the research or potential intellectual property concerns.
However, sharing open-source code can benefit the academic community by promoting
collaboration and reproducibility.

The research on XAl for RL is still in its early stages, with most papers focusing on toy
examples and video game problems. There is an opportunity to explore more real-world
applications and design RL algorithms with explainability in mind. Further research should
address the lack of user testing and aim to provide explanations and visualizations suitable
for both experts and laypeople. Additionally, sharing open-source code can enhance

collaboration and reproducibility in the field (Wells 2021).

2.3.4 Ethical Considerations

Machine learning (ML)-based systems are increasingly being used in critical situations
that directly impact human well-being, life, and liberty. However, as these systems take

decision-making away from humans, it becomes imperative to ensure that this transfer of
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responsibility is appropriate, responsible, and safe. In order to establish this assurance,
evidence needs to be provided that demonstrates the reliability and transparency of
MLmodels and the predictions they generate. Explanations of ML-models and their
predictions can serve as a crucial part of this evidence. However, it is important to
understand that these explanations are just one component within a broader accountability
framework.

Within this accountability framework, human decision-makers are still responsible for
providing normative reasons or justifications, which cannot be fully replaced by
eXplainable Artificial Intelligence (XAI) methods. XAl methods are designed to offer
insights into the decision-making process of ML-models and provide explanations for their
predictions. While they can contribute valuable information, they do not encompass the
complete ethical dimension of human decision-making.

By analyzing stakeholder needs and contrasting them with the capabilities of XAl methods,
we gain a starting point for understanding how explainability can play a role in an assurance
context. Assurance is crucial, particularly when ML-based systems are deployed in living
environments, as it involves an ethical dimension. This ethical dimension is inherent in the
underlying reasons for employing explanations - such as informing consent, challenging
potentially unfair predictions, and assessing confidence before implementing decisions that
could potentially harm the recipients.

In essence, providing explanations for ML-models and predictions is vital for establishing
trust, transparency, and accountability in the deployment of these systems. However, it is
crucial to recognize that explanations alone cannot replace human judgment and ethical

considerations. While XAl methods can shed light on the inner workings of ML-models,
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they are not capable of fully capturing the ethical and normative aspects of human
decisionmaking.

Assurance of ML-based systems requires a multi-faceted approach that combines XAl
methods with human decision-makers' expertise and ethical considerations. Stakeholders
involved in the deployment and use of ML-based systems must be empowered with
visibility into the ML-models and explanations to make informed decisions. Explanations
can help stakeholders understand the rationale behind predictions, evaluate their fairness,
and assess the reliability of the ML-models. By ensuring that both XAl methods and human
reasoning work together, we can achieve a more robust and ethically sound assurance of
ML-based systems.

In summary, the adoption of explainability in ML-based systems plays a crucial role in
assuring their appropriateness, responsibility, and safety. However, explanations should be
seen as a part of a broader accountability framework where human decision-makers remain
responsible for providing normative justifications. The ethical dimension of ML-based
systems must not be overlooked, and the combined use of XAl methods and human
judgment is essential in building trust and transparency. Stakeholders should have access
to explanations to make informed decisions and ensure that ML-based systems are
deployed in a manner that upholds ethical standards and respects human well-being. By
carefully integrating XAl methods and human reasoning, we can pave the way for more
reliable, trustworthy, and ethically grounded ML-based systems in real-world applications.
(McDermid 2021)

In today's world, the increasing use of artificial intelligence (Al) techniques raises concerns

about the legal and ethical implications of Al systems. As Al systems become more
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prevalent, it becomes crucial to ensure that they adhere to legal constraints and moral
values, especially when their decisions can impact human well-being, life, and liberty. The
urgency of addressing these issues is recognized by various organizations and
policymakers, as evidenced by recent reports from the IEEE, UNESCO, the French
government, the U.K. House of Lords, and the European Commission.

One of the main challenges lies in understanding the legal and regulatory governance of Al
systems. This involves determining the liability of both the Al system itself and the parties
using or affected by it. Lawyers and computer scientists need to collaborate to address
concepts such as legal personhood, human autonomy, and machine autonomy. Solutions
ranging from strict liability for manufacturers to automated compensation in smart
contracts have been proposed, but a better understanding of moral concepts is required to
ensure responsible Al development.

Ethical reasoning in Al systems is a controversial topic, particularly when designing
artificial moral agents capable of ethical reasoning. Questions arise concerning the
comprehension of ethics by machines, which ethics should be programmed, and whether
machines can be assigned moral roles or capacities. Various approaches, such as direct
translations of moral theories, modeling moral reasoning, or designing ethical agent
architectures, have been explored. Another interactive approach allows users to express
their norms and values to the system, leading to ethical decision making through
humanmachine interaction.

Al and the law have seen developments in artificial legal reasoning using deductive
techniques, especially in processing administrative law, tax law, and legal advice.

However, the knowledge acquisition bottleneck remains a significant challenge. The
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success of deep learning and natural language processing has shown promise, but
effectively obtaining the necessary knowledge to overcome this bottleneck remains a
complex task. Additionally, Al and ethics research often overlooks the collective and
distributed dimensions of human-agent interaction.

Incorporating ethical, legal, and social (ELS) considerations into the development of Al
systems requires addressing several research questions. These questions focus on ethics in
design, ethics by design, and the development of systems that reason about ELS
consequences. The methodology to ensure ELS alignment throughout the Al system's
lifecycle is a crucial area that requires further exploration.

The concept of explainable HI (Human-Interpretable) is gaining importance to improve
user understanding, trust, and collaboration with intelligent agents. Distinguishing between
interpretation and explanation, explanations provide insights into how a model reached a
decision or interpretation. Designing more transparent and interpretable artificial agents
requires considering explanations from an everyday perspective, which includes context
dependence, selective causality, and social aspects of interaction. Explanation plays a vital
role in building trust and user satisfaction, as it helps users understand observed behaviour
and decisions.

In the state of the art, early research on expert systems highlighted the importance of
explanations in decision-making. Various methods, such as visualizing predictions,
intrinsically interpretable models, and correlation-based methods, have been developed to
improve the interpretability of Al models. Recent studies have shifted the focus to

constructing faithful explanations that describe the underlying decisions of Al algorithms.
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To address the legal and ethical challenges of Al systems, a collaborative effort between
lawyers, data scientists, and ethicists is essential. Developing Al systems with a deep
understanding of legal constraints and moral values will lead to more responsible and
accountable Al applications. Additionally, integrating explainable Al methods into the
development process will enhance transparency, trust, and understanding of Al systems.
Ultimately, a multidisciplinary approach is crucial in shaping the future of Al and ensuring

it aligns with legal and ethical principles while benefiting humanity (Akata 2020).
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CHAPTER Ill: METHODOLOGY

3.1 Research Design

Natural Language Processing (NLP) is a field of artificial intelligence that focuses on
enabling computers to understand, interpret, and generate human language. With the
increasing adoption of NLP in various applications, the need for Explainable Al (XAl)
becomes crucial. XAl aims to provide insights into how Al models arrive at their decisions,
increasing transparency, and building trust in their outcomes. In this research design, we
will explore the key steps in NLP with XAl, including data collection, cleaning,

exploratory data analysis (EDA), sentiment analysis, and polarity classification.

« Data Collection: The first step in any NLP research is data collection. High-quality
and relevant data are essential for training and evaluating NLP models. Depending
on the specific research objective, data can be gathered from various sources, such
as online reviews, social media posts, news articles, or customer feedback. For
sentiment analysis and polarity classification, a dataset with labeled sentiment
scores (e.g., positive, neutral, negative) is required. VVarious open-source datasets
or web scraping techniques can be employed to collect the necessary data.

» Data Cleaning: Data collected from diverse sources may contain noise, irrelevant
information, or inconsistencies. Data cleaning involves pre-processing the raw text
to remove unnecessary characters, punctuation, and special symbols. Additionally,
techniques like lowercasing, stemming, and lemmatization can be applied to
standardize the text. Data cleaning ensures that the text is uniform, making it easier

for the NLP models to process and analyze the data accurately.
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Exploratory Data Analysis (EDA): EDA is a crucial step in understanding the
characteristics of the dataset. It involves the visualization and summary of the data
to identify patterns, trends, and potential biases. In the context of sentiment analysis
and polarity classification, EDA can reveal the distribution of sentiment classes, the
most frequent words, and the relationship between sentiments and specific
attributes. This analysis helps in formulating research questions and refining the
research objectives.

Sentiment Analysis: Sentiment analysis, also known as opinion mining, is the
process of determining the sentiment or emotional tone of a piece of text. The main
goal is to classify the text into positive, negative, or neutral sentiment categories.
Several machine learning approaches can be used for sentiment analysis, such as
supervised learning, unsupervised learning, or deep learning. Supervised learning
algorithms, like Support Vector Machines (SVM) or Neural Networks, are

commonly used for sentiment analysis due to their ability to learn from labeled data.

Polarity Classification: Polarity classification is a subset of sentiment analysis that
focuses on classifying text into binary sentiment categories, such as positive or
negative. This task is more straightforward than sentiment analysis as it involves a
binary decision rather than multi-class classification. Techniques like Naive Bayes,
Logistic Regression, or Convolutional Neural Networks (CNN) can be applied for
polarity classification, depending on the size and complexity of the dataset.

Explainable Al (XAIl) for NLP: In the context of NLP, XAl aims to provide
insights into how sentiment analysis and polarity classification models arrive at

their decisions. XAl techniques can be employed to explain the factors that
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contribute to a positive or negative sentiment prediction. Techniques like LIME
(Local Interpretable Model-agnostic Explanations) and SHAP (SHapley Additive
exPlanations) can be used to generate model-agnostic explanations, highlighting
the important features in the text that influence the sentiment classification.
XAl techniques help address the "black-box" nature of complex NLP models, making their
decisions more interpretable and transparent. The explainability of NLP models is crucial,
especially in sensitive applications like sentiment analysis, where understanding the
reasons behind a prediction is essential for building trust and ensuring fairness.
In conclusion, the research design of NLP with XAl involves several key steps, starting
from data collection and cleaning, followed by EDA to understand the dataset's
characteristics. Sentiment analysis and polarity classification techniques are then applied
to classify the text into sentiment categories. Finally, XAl techniques are employed to
explain the decisions of NLP models, increasing transparency and building trust in their
outcomes. The integration of NLP with XAl paves the way for responsible and ethical
deployment of NLP models in various applications, including sentiment analysis in the
ecommerce industry, customer feedback analysis, and opinion mining in social media

platforms.

3.2 Data Collection

Data analysts collect data for NLP (Natural Language Processing) from a variety of sources
to build robust and effective language models and applications. The process of data
collection is a crucial step in NLP as high-quality and diverse data directly impact the

performance and accuracy of language models.
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3.2.1 Sources of Data

In this explanation, we will explore the methods and sources used by data analysts to gather

data for NLP, including publicly available datasets, web scraping, API access, and

domainspecific data collection.

Publicly Available Datasets: One of the primary sources of data for NLP is
publicly available datasets. Many organizations and research institutions publish
datasets that can be used for various NLP tasks, such as sentiment analysis, text
classification, named entity recognition, and machine translation. Some popular
repositories of NLP datasets include the UCI Machine Learning Repository,
Kaggle, the Stanford NLP Group, and the Common Crawl. These datasets are

usually pre-labeled, making them valuable for supervised learning tasks.

Web Scraping: Web scraping is a technique used to extract data from websites.
Data analysts can use web scraping to gather text data from various online sources,
including news articles, social media platforms, forums, and customer reviews.
Python libraries like Beautiful Soup and Scrapy are commonly used for web
scraping. However, data analysts must be cautious and comply with website
policies and terms of use to avoid legal issues or ethical concerns related to web
scraping.

Social Media Platforms: Social media platforms are rich sources of text data with
vast amounts of user-generated content. Data analysts can collect data from
platforms like Twitter, Facebook, Reddit, and LinkedIn to study public opinions,
sentiment analysis, or track trends in specific topics. Many social media platforms

offer APIs (Application Programming Interfaces) that allow developers to access
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and collect data programmatically. These APIs provide structured access to the

data, enabling data analysts to filter and extract relevant information efficiently.

Domain-Specific Data Collection: In some cases, data analysts may need
domainspecific data for NLP tasks. This data may not be readily available in
existing datasets or public sources. In such cases, data analysts may conduct
domainspecific data collection by designing surveys, questionnaires, or interviews
to gather text data from specific target groups or communities. This approach
ensures that the collected data is tailored to the specific needs of the NLP project.
Government and Research Institutions: Government organizations and research
institutions often publish reports, articles, and publications containing valuable text
data. Data analysts can access these repositories to collect data for NLP research
and analysis. Examples of such sources include data from scientific journals, public
policy reports, legal documents, and census data. This type of data can be valuable
for applications like text summarization, topic modeling, and document

classification.

Collaborative Data Collection: Data analysts can also engage in collaborative data
collection efforts by crowdsourcing data from the public. Crowdsourcing platforms
like Amazon Mechanical Turk and Figure Eight (formerly known as CrowdFlower)
allow data analysts to design tasks and collect annotations or labels from human
workers. This approach is useful when creating datasets for tasks that require
human judgment or when generating human-like responses for chatbots and

conversational Al.
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In conclusion, data analysts collect data for NLP from a variety of sources, including
publicly available datasets, web scraping, social media platforms, domain-specific data
collection, government and research institutions, and collaborative crowdsourcing efforts.
Each source has its advantages and challenges, and data analysts must carefully consider
data quality, legality, and ethics when collecting data for NLP applications. The process of
data collection is critical for training and evaluating language models, and the diversity and

quality of the collected data directly impact the performance and accuracy of NLP systems.

3.2.2 Data Preprocessing

Data preprocessing is a crucial step in the data analysis process, and it is especially
important for data scientists when dealing with raw data collected from various sources.
Data preprocessing involves transforming raw data into a clean, organized, and structured
format that is suitable for analysis and modelling. This stage is essential because the quality
of the data directly impacts the accuracy and effectiveness of the data analysis and machine
learning models. In this explanation, we will cover the stepwise process of data

preprocessing, including data cleaning, data transformation, and data reduction.

Step 1: Data Cleaning Data cleaning is the process of identifying and correcting errors,
inconsistencies, and inaccuracies in the raw data. This step ensures that the data is reliable
and accurate for analysis. Data scientists perform various techniques to clean the data, such
as:

» Handling Missing Values: Missing values can be problematic for analysis and

modelling. Data scientists can either remove rows or columns with missing values
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or impute missing values with appropriate techniques, such as mean, median, or
interpolation.

Outlier Detection and Treatment: Outliers are extreme values that deviate
significantly from the rest of the data. Data scientists identify outliers and decide
whether to remove them or transform them to more reasonable values.

Data Formatting: Data may have inconsistent formats, such as different date
formats or inconsistent units of measurement. Data scientists standardize the

formats to ensure consistency.

Removing Duplicates: Duplicates in the data can lead to biased analysis and
modeling. Data scientists remove duplicate records to avoid redundancy. Step 2:
Data Transformation Data transformation involves converting the data into a
suitable format for analysis and modelling. This step includes the following

techniques:

Feature Scaling: Feature scaling ensures that all features have the same scale,
preventing some features from dominating the others during analysis. Common

scaling techniques include min-max scaling and z-score normalization.

Encoding Categorical Variables: Categorical variables need to be encoded into
numerical values for machine learning algorithms. Common encoding methods
include one-hot encoding and label encoding.

Feature Engineering: Feature engineering involves creating new features from the
existing ones to improve model performance. It includes techniques like

polynomial features, binning, and log transformations.
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» Text Preprocessing: In NLP tasks, text data requires special preprocessing
techniques such as tokenization, stemming, and stop-word removal to extract
meaningful information for analysis.

Step 3: Data Reduction Data reduction techniques are used to reduce the dimensionality of
the data, making it more manageable and improving computational efficiency. Common

data reduction methods include:

« Dimensionality Reduction: Techniques like Principal Component Analysis (PCA)
and t-distributed Stochastic Neighbour Embedding (t-SNE) are used to reduce the

number of features while retaining the most important information.

« Sampling: For large datasets, data scientists may use sampling techniques like
random sampling or stratified sampling to create smaller representative datasets.

Step 4: Data Integration and Aggregation In some cases, data from different sources or
formats need to be integrated into a single dataset for analysis. Data scientists merge, join,
or concatenate datasets to create a comprehensive dataset. Additionally, data aggregation
involves summarizing data to create new, higher-level insights, such as computing
averages, counts, or totals.
Step 5: Data Splitting Before building models, data scientists split the pre-processed dataset
into training and testing sets. The training set is used to train the model, while the testing
set is used to evaluate its performance.
Summarization: Data preprocessing is a critical and iterative stage in the data analysis
process. Data scientists clean the data to eliminate errors and inconsistencies, transform it
to a suitable format for analysis, reduce its dimensionality to improve efficiency, and

integrate and aggregate it for comprehensive insights. Proper data preprocessing enhances
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the quality and reliability of the data, leading to more accurate and effective analysis and
modelling. Ultimately, data preprocessing lays the foundation for successful data analysis

and the development of robust machine learning models.

3.3 NLP Model Selection and Training

NLP Model Selection and Training is a crucial step in Natural Language Processing (NLP)
that involves choosing the appropriate machine learning model and training it on the
preprocessed data to perform specific tasks such as text classification, sentiment analysis,
named entity recognition, machine translation, and more. This process is essential for
building effective and accurate NLP applications. In this explanation, we will cover the
key aspects of NLP model selection and training.

Step 1: Task Definition and Data Preparation

The first step in NLP model selection and training is to define the specific NLP task that
needs to be performed. This task could be sentiment analysis, text classification, named
entity recognition, or any other NLP task.

Once the task is defined, the next step is to prepare the data for training. This involves
collecting and preprocessing the raw text data, as discussed in the previous section. The
data is then divided into training and testing sets, where the training set is used to train the
model, and the testing set is used to evaluate its performance.

Step 2: Model Selection

The choice of the NLP model depends on the specific task and the nature of the data. There
are various types of NLP models, and the selection depends on factors such as the size of

the dataset, the complexity of the task, and the availability of computational resources.
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Some commonly used NLP models are:
* Rule-Based Models: These models are based on manually defined rules and

heuristics to extract information from text. They are simple but may not be as
accurate as machine learning models for complex tasks.

» Machine Learning Models: Machine learning models are widely used in NLP tasks.
Some popular machine learning models for NLP include:

o Naive Bayes: A probabilistic model used for text classification tasks. o

Support Vector Machines (SVM): A powerful model for text
classification and sentiment analysis.

o Decision Trees: Used for text classification and named entity recognition. o
Random Forest: An ensemble model that combines multiple decision trees
for improved performance.

* Deep Learning Models: Deep learning models, especially neural networks, have
shown great success in NLP tasks, particularly with large datasets. Some common
deep learning models for NLP include:

o Recurrent Neural Networks (RNN): Effective for sequential data like text.

o Long Short-Term Memory (LSTM): A type of RNN that can handle
longterm dependencies. o Convolutional Neural Networks (CNN): Suitable
for tasks like text classification and sentiment analysis.

o Transformer: A state-of-the-art model for various NLP tasks, including

machine translation and language modelling.

Step 3: Model Training
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After selecting the appropriate NLP model, the next step is to train the model on the training
data. During training, the model learns to recognize patterns and associations in the data,
allowing it to make predictions or perform the desired NLP task.

Training involves optimizing the model's parameters based on a chosen optimization
algorithm (e.g., gradient descent) and a defined loss function that measures the model's
performance. The training process aims to minimize the loss function, thereby improving
the model's accuracy.

Step 4: Hyperparameter Tuning

Most NLP models have hyperparameters that need to be set before training.
Hyperparameters control various aspects of the model, such as the learning rate, the
number of hidden layers, the number of neurons in each layer, etc. Proper tuning of
hyperparameters is essential for achieving the best performance of the model.
Hyperparameter tuning involves trying different combinations of hyperparameters and
evaluating the model's performance on a validation set. Techniques like grid search or
random search are commonly used for hyperparameter tuning.

Step 5: Model Evaluation

Once the model is trained and hyperparameters are optimized, it is evaluated on the testing
set to assess its performance in real-world scenarios. Model evaluation metrics depend on
the specific NLP task. For text classification, accuracy, precision, recall, and F1-score are
commonly used metrics. For sentiment analysis, metrics like accuracy and confusion

matrix can be used.

Step 6: Model Deployment and Maintenance
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After successful training and evaluation, the NLP model is ready for deployment in a
realworld application. The deployed model continues to be monitored and maintained to
ensure it performs well with new data and changes in the environment.

In conclusion, NLP Model Selection and Training involve defining the task, preparing the
data, selecting an appropriate NLP model, training the model on the data, tuning
hyperparameters, evaluating the model's performance, and deploying it for real-world use.
This process requires a combination of domain knowledge, data preprocessing skills, and
expertise in machine learning and deep learning techniques to build effective and accurate
NLP applications. Proper model selection and training are essential for successful NLP
projects that can extract meaningful insights from unstructured text data and improve

various aspects of our daily lives.

3.3.1 Model Architecture

For model performance we have used GridSearchCV, which is a powerful hyperparameter
tuning technique used in machine learning to find the optimal combination of
hyperparameters for a model. Hyperparameters are parameters that are not learned during
the training process but are set before training and can significantly affect the performance
of the model. GridSearchCV performs an exhaustive search over a specified
hyperparameter grid to find the best hyperparameter values that result in the highest model
performance.

In this explanation, we will cover the working principle of GridSearchCV, its advantages,

and how it can be used to optimize machine learning models.

Working Principle of GridSearchCV:
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GridSearchCV is part of the scikit-learn library in Python and is widely used in machine
learning projects. The "CV" in GridSearchCV stands for cross-validation, which is an
important technique to evaluate the model's performance on different subsets of the data.
The goal of GridSearchCV is to find the hyperparameter values that give the best
performance on unseen data.
The process of GridSearchCV can be summarized as follows:

» Define Hyperparameter Grid:

o The first step is to define a dictionary of hyperparameters and their
respective values that you want to tune. For example, if you are using a
Support Vector Machine (SVM) model, you may want to tune parameters
like the kernel type, regularization parameter (C), and gamma. You create a
grid of possible values for these hyperparameters.

» Create Model and GridSearchCV Object:

o Next, you create an instance of the machine learning model that you want
to tune (e.g., SVM) and a GridSearchCV object. You pass the model and
the hyperparameter grid to GridSearchCV.

» Cross-Validation:

o GridSearchCV performs k-fold cross-validation on the training data, where
the data is divided into k subsets (folds), and the model is trained and
evaluated k times, using different subsets as the validation set each time.
This helps in estimating the model's performance on unseen data and
reduces the risk of overfitting.

Hyperparameter Search:
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o For each combination of hyperparameters in the grid, GridSearchCV trains
the model using the training data and evaluates it on the validation set. It
keeps track of the model's performance for each combination.

* Best Model Selection:

o After the cross-validation is complete, GridSearchCV selects the
combination of hyperparameters that resulted in the best performance on the
validation data. It then retrains the model using the entire training dataset
with these optimal hyperparameters.

Advantages of GridSearchCV: GridSearchCV offers several advantages in hyperparameter
tuning:

» Exhaustive Search: GridSearchCV performs an exhaustive search over the
specified hyperparameter grid, trying out all possible combinations of
hyperparameters. This ensures that the optimal hyperparameter values are not
missed.

* Automates the Process: GridSearchCV automates the hyperparameter tuning
process, saving time and effort in manually trying out different combinations of
hyperparameters.

» Cross-Validation: By using cross-validation, GridSearchCV provides a more
reliable estimate of the model's performance on unseen data, making the tuning

process more robust.
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Improved Generalization: Finding the best hyperparameters through
GridSearchCV often leads to improved model generalization and better
performance on new, unseen data.
GridSearchCV is a valuable tool in the data scientist's toolkit for hyperparameter tuning. It
automates the process of finding the best hyperparameters, reducing manual effort and
ensuring an exhaustive search over the specified hyperparameter grid. By using
crossvalidation, it provides a more reliable estimate of the model's performance on unseen
data. The resulting optimized model with the best hyperparameters is more likely to

generalize well to new data and perform effectively in real-world applications.

3.3.2 Model Training Process

During model training SMOTE has been used. SMOTE is a powerful technique for dealing
with imbalanced datasets in machine learning and NLP tasks. It effectively addresses the
issue of biased model performance due to imbalanced class distributions by generating
synthetic instances for the minority class. By balancing the dataset, SMOTE helps to
improve the accuracy and reliability of predictive models, especially when dealing with
skewed class distributions, such as in sentiment analysis where positive sentiments may
dominate over negative and neutral sentiments.

SMOTE, which stands for Synthetic Minority Oversampling Technique, is a popular
method used in machine learning to address the issue of imbalanced datasets. Imbalanced
datasets occur when one class in the target feature has significantly more instances than the
other classes, leading to biased model performance and inaccurate predictions, especially

for the minority class. SMOTE helps to balance the class distribution by generating
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synthetic samples for the minority class, effectively increasing its representation in the
dataset.
The working principle of SMOTE can be explained as follows:

* Understanding Imbalanced Datasets: In imbalanced datasets, one class, typically
the minority class, has a much smaller number of instances compared to the
majority class(es). For example, in sentiment analysis, the positive sentiment class
might be much more frequent than the negative and neutral sentiment classes,

creating an imbalance in the target feature.

* Need for Balancing Classes: When dealing with imbalanced datasets, the predictive
model may become biased towards the majority class, leading to poor performance
in correctly identifying instances of the minority class. To address this issue, it is

crucial to balance the class distribution.

* Introducing SMOTE: SMOTE is a data augmentation technique specifically
designed to handle imbalanced datasets. It creates synthetic examples for the
minority class by generating new instances that are similar to the existing minority
class samples. These synthetic instances are then added to the dataset, increasing
the representation of the minority class.

SMOTE Algorithm: The SMOTE algorithm works as follows:
» Select a minority class instance as the starting point.
» lIdentify the k-nearest neighbours (k is a user-defined parameter) of the selected

instance within the minority class.

* Randomly choose one or more of the k-nearest neighbours.
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Create a new instance by linearly interpolating between the selected instance and
the chosen neighbour(s).

Repeat this process to generate the desired number of synthetic instances for the

minority class.

3.4 Integration of Explainability Techniques

Integrating Explainable Artificial Intelligence (XAIl) techniques in Natural Language

Processing (NLP) models is essential to enhance model transparency, interpretability, and

trustworthiness. XAl methods allow us to understand how NLP models arrive at their

predictions and provide insights into the decision-making process.

Choose an Interpretable NLP Model: The first step is to select an NLP model
that is inherently interpretable or can be easily explained. Some models, like
decision trees or logistic regression, offer interpretability by design. For more
complex models like deep learning-based models (e.g., transformers), you may
need to apply specific XAl techniques to make them interpretable.

Feature Importance Analysis: For interpretable models, feature importance
analysis can be a straightforward approach to understand which words or features
contribute most to the model's predictions. Techniques like feature ranking, word
importance, or attention weights analysis in transformer models can help uncover
the most influential aspects of the input text.

Local Explanations: Local explanations focus on explaining individual
predictions. Techniques like LIME (Local Interpretable Model-agnostic

Explanations) generate local surrogate models for specific instances to explain their
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predictions. In NLP, this could involve generating a simpler model (e.g., linear
model) that approximates the behaviour of the complex NLP model on a specific
input text.

Attention Visualization: In transformer-based NLP models, attention mechanisms
play a critical role. Visualizing attention weights allows us to see how the model
attends to different words in the input text when making predictions. This
visualization provides insights into which words are crucial for the model's
decision.

Shapley Values for NLP: Shapley values are a powerful technique from
cooperative game theory that assigns a contribution score to each feature in a
prediction. In NLP, Shapley values can help understand the impact of each word
on the final prediction. The SHAP (SHapley Additive exPlanations) library can be
useful for this purpose.

Rule-based Models: Rule-based models are inherently interpretable. You can
create rule-based models using linguistic rules or domain-specific knowledge to
make predictions. For example, in sentiment analysis, you could define rules like
"if the word 'good' appears, predict positive sentiment."”

Model-specific Explanations: Some NLP models come with built-in mechanisms
for explainability. For instance, transformer models like BERT can provide
attention maps and output probabilities for each class. Utilize these built-in

explainability features whenever available.
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* Interactive Visualization: Design interactive visualizations that allow users to
explore model predictions and explanations. Interactive tools can facilitate better
understanding and trust in the NLP model's decisions.

Human-in-the-Loop Explanations: In certain critical applications, involving
human experts in the explanation process can provide valuable insights. Domain
experts can validate and improve the interpretability of the model's decisions.

» Evaluate and Compare Explainability Techniques: It's crucial to evaluate the
effectiveness of different XAl techniques and choose the most suitable one for your
specific NLP task. Comparing different explanations can help identify the most
reliable and consistent methods.

* Explainability in Deployment: Ensure that the selected XAl techniques can be
seamlessly integrated into the model deployment process. The explanation outputs
should be easy to interpret and comprehend for end-users.

» Consider Trade-offs: While striving for interpretability, be mindful of the
tradeoffs between model performance and interpretability. In some cases, highly
interpretable models might sacrifice predictive accuracy, and striking the right
balance is essential.

In conclusion, integrating Explainable Al techniques in NLP models is a vital step towards
building trustworthy and transparent Al systems. By leveraging feature importance
analysis, local explanations, attention visualization, Shapley values, and rule-based
models, we can gain valuable insights into how NLP models make predictions. Remember

to evaluate and compare different explainability techniques, considering trade-offs
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between interpretability and model performance. Ultimately, XAl empowers us to create
NLP models that can be easily understood, trusted, and accepted by users and stakeholders.

3.4.1 Explanation Methods Selection

When selecting explanation methods for NLP, it is essential to consider the trade-offs
between interpretability and model performance. Some methods may provide more
accurate explanations but require higher computational resources. The choice of
explanation method also depends on the intended audience. Simple and intuitive
explanations are suitable for non-experts, while more sophisticated methods can be used
for technical audiences.
In Natural Language Processing (NLP), explanation methods play a crucial role in
enhancing the interpretability and transparency of complex language models. These
methods help us understand how NLP models arrive at their predictions and provide
insights into the decision-making process. When selecting explanation methods for NLP,
several factors need to be considered, including the type of model, the complexity of the
task, the desired level of interpretability, and the target audience.
Some common explanation methods used in NLP and their selection criteria.
* Feature Importance Analysis: Feature importance analysis is a
fundamental and widely used explanation method in NLP. It involves
identifying the most important features (words or tokens) in the input text

that contribute to the model's prediction.
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Techniques like word importance scores, frequency analysis, and TF-IDF (Term
Frequency-Inverse Document Frequency) can provide valuable insights into the
significant terms affecting the model's decision.

Local Explanations: Local explanations focus on explaining individual
predictions. In NLP, techniques like LIME (Local Interpretable Model-
agnostic

Explanations) and Anchor Text provide local explanations by generating simpler,
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interpretable models that approximate the behaviour of the complex NLP model on
a specific input text. Local explanations are particularly useful when understanding

model decisions for specific instances is essential.

Attention Visualization: Transformer-based NLP models use attention
mechanisms to focus on relevant words in the input text during prediction.
Visualizing the attention weights allows us to see how the model attends to different
words and identify important linguistic patterns. Attention visualization provides
insights into the model's decision-making process.

Shapley Values for NLP: Shapley values, derived from cooperative game theory,
are used to attribute a contribution score to each feature (word) in a prediction. In
NLP, Shapley values can help understand the impact of individual words on the
final prediction. The SHAP (SHapley Additive exPlanations) library is commonly
used to compute Shapley values for NLP models.

Rule-based Explanations: Rule-based explanations involve creating
humanunderstandable rules based on linguistic or domain-specific knowledge to
explain model predictions. For instance, in sentiment analysis, a rule could be "if
the word 'good’ appears in the review, predict positive sentiment.” Rule-based
explanations are easy to interpret and suitable for explaining simple models.
Counterfactual Explanations: Counterfactual explanations involve finding a
minimal change in the input text that would lead to a different model prediction. In
NLP, this means modifying specific words to understand how they influence the
outcome. Counterfactual explanations are useful for understanding model

sensitivity to input changes.



84

* Grad-CAM for Text: Inspired by computer vision, Grad-CAM (Gradientweighted
Class Activation Mapping) has been adapted for text data. Grad-CAM highlights
the most important words or tokens in the input text that contribute to a specific
prediction class. This technique helps identify salient regions in the text affecting
the prediction.

* Human-in-the-Loop Explanations: In certain critical applications, involving
human experts in the explanation process can provide valuable insights. Domain
experts can validate and improve the interpretability of the model's decisions,
especially in specialized domains with domain-specific language.

» Model-specific Explanations: Some NLP models come with built-in mechanisms
for explainability. For example, BERT models provide attention maps and output
probabilities for each class, offering inherent explainability features.

* Layer-wise Relevance Propagation (LRP): LRP is an explanation method that
propagates the model's final prediction back through its layers to understand which
words or tokens contributed the most to the prediction. LRP helps identify relevant

features for specific tasks.

3.4.2 Incorporating Explainability into the NLP Model

Incorporating explainability into Natural Language Processing (NLP) models is crucial to
gain insights into how these complex models make predictions. Local explanations are a
powerful technique for achieving this, as they provide interpretable insights into individual
predictions. In this article, we will explore how to incorporate local explanations into NLP

models, enabling us to understand the decision-making process at the instance level.
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Local Explanations in NLP: Local explanations aim to explain the predictions of a model
on a specific input text instance. The idea is to approximate the behaviour of the complex
NLP model with a simpler and interpretable model that is locally faithful to the original
model's predictions. One of the most widely used methods for local explanations is LIME
(Local Interpretable Model-agnostic Explanations).

Step-by-Step Integration of Local Explanations in NLP:

Step 1: Data Preprocessing: Before incorporating local explanations, the NLP data needs
to undergo standard preprocessing steps. This includes text cleaning, tokenization,
lowercasing, stop word removal, and stemming/lemmatization. Preprocessing ensures that
the text data is in a suitable format for NLP model training.

Step 2: Model Selection and Training: Choose an appropriate NLP model based on the
task at hand. Popular choices include traditional machine learning models like Naive
Bayes, Support Vector Machines (SVM), or more advanced deep learning models like
BERT, GPT-3, etc. Train the chosen model on a labeled dataset using standard machine
learning techniques.

Step 3: Selection of Instances for Explanation: Decide on the specific instances or
examples for which you want to generate local explanations. These instances should
represent different scenarios and cases that are relevant to the problem domain.

Step 4: LIME for Local Explanations: LIME is a popular and widely used technique for

generating local explanations. It involves the following steps:

* Instance Perturbation: To generate an interpretable explanation for a specific

instance, LIME first perturbs the input instance by randomly sampling perturbed
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versions. It does so by replacing some words with similar words or tokens from a
predefined vocabulary. This creates a dataset of perturbed instances.

» Prediction Generation: Next, the complex NLP model is used to make predictions
on the perturbed instances, generating corresponding probability scores or class
predictions.

* Local Model Training: For each perturbed instance, LIME constructs a simpler,
interpretable model, such as a linear model. The simpler model is trained to
approximate the complex NLP model's predictions on the perturbed instances. This
involves using the perturbed instances as input features and the corresponding

complex model predictions as target labels.

+ Explanation Generation: Once the local interpretable model is trained, it can be
used to explain the prediction of the original complex NLP model for the specific
instance of interest. The coefficients of the local model represent the feature
importance, indicating the impact of each word or token on the prediction.

Step 5: Interpreting Local Explanations: The explanation generated by LIME provides
insights into how the NLP model arrived at its prediction for the specific instance. By
examining the feature importance scores (coefficients of the local model), we can identify
which words or tokens had the most significant influence on the prediction.

Step 6: Visualization and Presentation: To make the local explanations more accessible
and understandable, visualizations can be created. For example, word clouds or bar plots
can be used to display the most important words in the instance. These visualizations can
be incorporated into interactive dashboards or reports for stakeholders to gain insights into

individual predictions.
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Step 7: Model Validation and Improvement: After incorporating local explanations, it is
crucial to validate the model's interpretability. Ensuring that the local explanations align
with domain knowledge and intuition is essential. If the explanations are not satisfactory
or do not match expectations, reiterative improvements can be made, such as refining the
perturbation process, selecting a different local model, or fine-tuning the LIME parameters.
Incorporating local explanations into NLP models enables data scientists and stakeholders
to gain a deeper understanding of how the model makes predictions at the instance level.
LIME is a widely used method for generating local explanations, as it provides a principled
and model-agnostic approach. By following the step-by-step integration process, data
scientists can enhance the transparency and interpretability of NLP models, making them
more trustworthy and facilitating their application in critical real-world scenarios. Local
explanations not only aid in model debugging and validation but also empower

stakeholders to make informed decisions based on individual predictions.

3.5 Performance Evaluation
In practice, data scientists use these evaluation metrics in different ways based on the problem
at hand:
» Model Selection: When comparing different models, accuracy, confusion matrix,
and classification report help in choosing the best-performing model.
* Model Tuning: Evaluation metrics can be used to fine-tune hyperparameters to

optimize model performance.
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» Dealing with Imbalanced Data: In imbalanced datasets, accuracy may not be
sufficient to evaluate the model's performance. Confusion matrix and classification
report provide more insights into the model's behaviour with respect to each class.

* Understanding Model Behaviour: The confusion matrix and classification report
provide actionable insights into the model's strengths and weaknesses, helping data
scientists identify areas for improvement.

Evaluating the performance of classification models is crucial in machine learning.
Accuracy, confusion matrix, and classification report are fundamental evaluation metrics
that provide insights into how well a model performs on the test data. The choice of the
most suitable evaluation metric depends on the specific requirements of the problem and
the characteristics of the dataset. By using a combination of these evaluation metrics, data
scientists can make informed decisions regarding model selection, tuning, and
improvement to ensure the best performance for their NLP models.

Evaluating the performance of machine learning models is essential to understand how well
they generalize to new data and make predictions on unseen instances. In the context of
classification tasks, where the goal is to predict discrete class labels, several evaluation
metrics are used to assess the model's performance. Three commonly used metrics are

accuracy_score, confusion_matrix, and classification_report.

3.5.1 Metrics for Model Accuracy

1. Accuracy Score:
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Accuracy is one of the most straightforward evaluation metrics for classification models.

It measures the proportion of correctly classified instances out of the total number of

instances in the dataset.

The formula for accuracy is:

Accuracy = (Number of Correctly Predicted Instances) / (Total Number of Instances)

Interpretation: An accuracy of 0.80 means that the model correctly predicts 80% of the

instances in the dataset.

While accuracy is a simple and intuitive metric, it may not be sufficient in certain scenarios,

especially when dealing with imbalanced datasets. In imbalanced datasets, where one class

has significantly more instances than the others, high accuracy may be achieved by simply

predicting the majority class, while ignoring the minority class.

2. Confusion Matrix:

The confusion matrix is a tabular representation that allows us to visualize the performance

of a classification model. It shows the number of instances that were correctly and

incorrectly classified for each class.

The confusion matrix is typically organized as follows for a binary classification problem:
Actual Positive  Actual Negative

Predicted Positive  True Positive False Positive

Predicted Negative False Negative True Negative

Here,
e True Positive (TP) refers to the number of instances correctly predicted as the

positive class.
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e False Positive (FP) refers to the number of instances incorrectly predicted as the
positive class.

o False Negative (FN) refers to the number of instances incorrectly predicted as the
negative class.

e True Negative (TN) refers to the number of instances correctly predicted as the
negative class.

Interpretation: The confusion matrix provides insights into the model's ability to correctly
identify each class and helps to understand where the model is making mistakes.

3. Classification Report:

The classification report is a comprehensive summary of various evaluation metrics for
each class in the classification task. It provides precision, recall, F1-score, and support for
each class.

e Precision: Precision measures the proportion of true positive predictions (correctly
predicted instances of a class) out of all positive predictions (instances predicted as
the class). A high precision indicates low false positives.

o Recall (Sensitivity): Recall measures the proportion of true positive predictions out
of all actual positive instances in the dataset. A high recall indicates low false
negatives.

e F1-score: The F1-score is the harmonic mean of precision and recall. It balances both
metrics and is useful when there is an uneven class distribution. The F1-score is a

useful metric when there is an imbalance between precision and recall.



91

e Support: The support refers to the number of instances of each class in the dataset.
The classification report is especially useful when dealing with multi-class
classification tasks, as it provides metrics for each class individually.

Interpretation: The classification report allows us to understand the model's performance
for each class, making it useful when we need to identify the strengths and weaknesses of
the model for different classes.

3.5.2 Evaluating Comprehensibility of Explanations

Evaluating the comprehensibility of explanations in NLP is a critical aspect of XAl.
Various methodologies, including human evaluations, readability metrics, surrogate
models, LIME, anchors, and feature importance methods, are employed to assess the
understandability of model predictions. Comprehensible explanations are crucial for
building trust, ensuring regulatory compliance, debugging models, and improving their
performance. However, challenges like subjectivity, trade-offs, domain-specificity, and
context-dependence should be considered while evaluating comprehensibility. By
employing a combination of evaluation techniques and considering the specific
requirements of the application domain, NLP practitioners can develop more interpretable

and trustworthy Al systems.

3.5.2.1 Evaluating Comprehensibility of Explanations in NLP using XAl

Explainable Artificial Intelligence (XAI) has emerged as a critical area in the field of
Natural Language Processing (NLP). While machine learning models, especially complex
ones like deep neural networks, have achieved impressive performance in various NLP

tasks, they often operate as black boxes, making it challenging to understand how they
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arrive at their decisions. XAl aims to address this issue by providing interpretable and
understandable explanations for model predictions.

Importance of Evaluating Comprehensibility:

In NLP, comprehensibility of explanations is crucial for several reasons:

« Trust and Accountability: In high-stakes applications such as medical diagnosis or
legal decisions, it is essential for users to trust the Al system's predictions.
Comprehensible explanations instill confidence in users and allow them to verify the
system's decisions.

» Regulatory Compliance: With the increasing focus on data privacy and fairness,
regulatory authorities often require Al systems to provide transparent and
understandable explanations for their decisions.

» Debugging and Improvement: Comprehensible explanations help data scientists
and developers understand model behaviour, identify biases, and improve model
performance.

Evaluating Comprehensibility of Explanations:
To evaluate the comprehensibility of explanations in NLP, several metrics and methodologies
are employed:

* Human Evaluations: The most direct approach to assess comprehensibility is to
conduct human evaluations. This involves presenting model explanations to human
annotators and asking them to rate the explanations based on factors like clarity,
coherence, and usefulness.

» Simplicity and Readability Metrics: Several metrics quantify the simplicity and

readability of explanations. For example, the Flesch-Kincaid Grade Level or the
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Gunning Fog Index measure the readability of text. Lower values indicate more

accessible explanations.

Surrogate Models: Surrogate models are interpretable models trained to mimic the
behaviour of the original complex model. The explanations generated by the
surrogate models are compared to those of the black-box model. If the surrogate
model provides similar explanations, it indicates that the black-box model's
explanations are comprehensible.

LIME (Local Interpretable Model-Agnostic Explanations): LIME is a popular
method that approximates the behaviour of a complex model by training a simpler,
interpretable model on local data samples. The explanations generated by LIME
are more interpretable, enabling users to understand the reasons behind specific
predictions.

Anchors: Anchors are simple, human-readable rules that describe how certain
model predictions are made. They are derived by considering perturbations to the
input data and finding the most influential features that lead to a specific prediction.
Feature Importance Methods: These methods identify the most significant features
that contribute to model predictions. They are often employed in conjunction with
human evaluations to assess the meaningfulness and interpretability of identified

features.

Challenges in Evaluating Comprehensibility:

While evaluating comprehensibility is essential, it poses several challenges:

Subjectivity: Comprehensibility is subjective and can vary among individuals.

What may be understandable to one person may not be so for another.
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Trade-offs: There can be trade-offs between model performance and

interpretability. Simplifying the model for better explanations might lead to a decrease
in predictive accuracy.

Domain-specificity: The level of comprehensibility required can differ based on
the application domain. What may be sufficient for one domain may not be suitable
for another.

Context-dependence: The comprehensibility of explanations can also depend on

the context of the task and the user's background knowledge.
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CHAPTER IV: CASE STUDY: DEPLOYABLE EXPLAINABILITY FOR AMAZON
MUSICAL INSTRUMENT REVIEWS

4.1 Overview of the Case Study

XAl in Amazon Product Reviews:
Enhancing User Experience, Business Insights, and Development
Amazon, being one of the largest e-retailers with millions of products and thousands of
reviews for each item, faces the challenge of providing users with relevant and helpful
information to make informed purchasing decisions. To address this, Amazon has started
testing a new feature that uses Artificial Intelligence (Al) to summarize product reviews.
This XAl-powered feature offers a concise overview of customer feedback, highlighting
both positive and negative aspects of a product. Let's explore how XAl can benefit
Amazon's product reviews for developers, businesses, and end users:

e For Developers:

o Improved User Experience: XAl helps developers create more user-friendly
interfaces by providing concise summaries of reviews. Users can quickly grasp
essential information about a product, making it easier for them to decide
whether it meets their requirements.

o Al Model Development: Developers can leverage various XAl techniques to
build and train Al models that effectively summarize reviews. Techniques like
Natural Language Processing (NLP) and sentiment analysis can help

understand customer sentiments and generate informative summaries.

e For Business:
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o Increased Trust and Transparency: By using Al to generate review summaries,
Amazon demonstrates transparency in its decision-making process. Users are
informed that the summary is Al-generated, promoting trust and accountability
in the platform.

o ldentifying Product Improvements: XAl-generated summaries provide
valuable insights into customer feedback. By analyzing the summaries,
businesses can identify recurring themes, common pain points, and areas for
improvement in their products.

e For End Users:

o Saves Time and Effort: With Al-generated summaries, users can quickly grasp
the overall sentiment and key aspects of a product without having to read
through lengthy reviews. This saves time and effort, especially when evaluating
products with numerous reviews. o Better Informed Decisions: The
summarized reviews enable users to make more informed decisions based on a
comprehensive understanding of customer experiences, both positive and

negative.

XAl Techniques for Summarizing Reviews: Amazon's Al-powered feature utilizes various
XAl techniques to generate informative review summaries. Some of these techniques

include:

e NLP and Sentiment Analysis: NLP helps in understanding the context and sentiment

of customer reviews. By analysing the sentiment of individual sentences or phrases,
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the Al model can generate a summary that reflects the overall sentiment of the
reviews.

e Text Generation Models: Text generation models like GPT-3 (Generative Pre-trained
Transformer 3) can be employed to generate human-like summaries based on the
content of the reviews. These models are trained on vast amounts of text data and
can produce coherent and informative summaries.

e Feature-Based Sentiment Analysis: Al models can identify specific features of a
product mentioned in the reviews and analyze the sentiment associated with each
feature. The summaries can then highlight the positive and negative aspects of the
product based on these features.

e Anchors and Rule-Based Explanations: Anchors are interpretable rules that describe
how certain predictions are made by the Al model. By using anchors, Amazon can
provide specific reasons for positive or negative ratings, enhancing the
trustworthiness of the summary.

Benefits and Challenges: The integration of XAl in Amazon's product reviews offers
several benefits, including improved user experience, increased trust, and better
decisionmaking for users. It also allows Amazon to gain valuable insights into customer
sentiments and product performance, which can drive business decisions and
improvements. However, incorporating XAl into product reviews also presents challenges.
Ensuring the accuracy and reliability of Al-generated summaries is crucial, as erroneous or
biased summaries could mislead users. Additionally, the diversity of customer preferences

and languages poses a challenge in creating comprehensive and representative summaries.
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Conclusion: The introduction of XAl in Amazon's product reviews is a significant step
towards enhancing user experience, promoting transparency, and gaining deeper insights
into customer sentiments. By leveraging advanced Al techniques such as NLP, sentiment
analysis, text generation models, and anchors, Amazon can create informative and
trustworthy review summaries that benefit developers, business, and end users alike. As
XAl continues to advance, it will play a pivotal role in transforming customer experiences

and driving the success of e-commerce platforms like Amazon.

4.2 Data Preparation and Preprocessing

Data preprocessing and preparation are essential steps in any data analysis or machine
learning project. These steps involve cleaning, transforming, and organizing raw data to
make it suitable for analysis and modeling. Let's understand the data preprocessing and
preparation steps carried out on the raw data scraped from Amazon musical instrument
reviews using the provided code:

Step 1: Handling NaN Values

The first step is to check for null values in the dataset. Null values represent missing data,
and handling them is crucial to ensure accurate analysis. In this dataset, the 'reviewerName'
and 'reviewText' columns have some null values. Since the 'reviewerName' column doesn't
add value to the project's objective, it can be dropped. However, the 'reviewText' column

is essential for sentiment analysis, so we choose to impute the missing values as 'Missing'.

Step 2: Concatenating Review Text and Summary
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To perform sentiment analysis, we want to combine the 'reviewText' and 'summary'
columns into a single ‘reviews' column. This way, the sentiments will not be contradictory
in nature.

Step 3: Creating 'Sentiment' Column

In this step, a new column called 'sentiment’ is created based on the ‘overall ratings. If the
rating is greater than 3, it is considered positive, if it is less than 3, it is negative, and if it
is equal to 3, it is considered neutral.

Step 4: Handling Time Column

The 'review Time' column contains both the date and year. The date is further split into month
and day columns for easier analysis.

By following these steps, the raw data is preprocessed and prepared for further analysis and
modeling. The data is now clean, organized, and ready for use in training machine learning
models or conducting sentiment analysis on Amazon musical instrument reviews. This
process ensures that the data is in a suitable format, free of missing values, and appropriate
for the specific analysis or modeling tasks at hand. Data preprocessing plays a critical role
in the success of any data-driven project, as it sets the foundation for accurate and
meaningful insights from the data.

Data preprocessing and preparation are essential components of the data analysis pipeline,
and they significantly impact the quality of the results obtained from the data. These steps
enable us to work with clean, relevant data that can be used to make informed decisions,
build accurate models, and gain valuable insights from the data.

Data preprocessing is a fundamental step that requires careful attention and consideration

to ensure the data is suitable for the specific analysis or modeling tasks and to avoid biases
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and errors that could affect the validity of the results. By following a systematic and
thorough data preprocessing process, we can enhance the reliability and credibility of their

findings and ultimately deliver more robust and actionable insights.

4.3 NLP Model Development for Amazon Musical Instrument Reviews

Natural Language Processing (NLP) is a branch of artificial intelligence that focuses on
enabling machines to understand and process human language. It plays a crucial role in
various applications, including sentiment analysis, text classification, machine translation,
and chatbots. One of the important applications of NLP is in analyzing product reviews to
gain insights into customer sentiments and feedback.

Every day, customers encounter numerous products online and rely on reviews to make
informed decisions about their purchases. While numerical ratings can provide a quick
overview, understanding the sentiments and opinions expressed in sentence reviews
requires more sophisticated NLP techniques.

In this context, we will explore the process of developing an NLP model for analyzing
Amazon Musical Instrument Reviews. We will cover essential steps such as removing stop
words, removing punctuations, tokenization, lemmatization, bag-of-words (BoW), and
term frequency-inverse document frequency (TF-IDF) representation to extract valuable

insights from the text data.
» Removing Stop Words: Stop words are common words that occur frequently in a

language but carry little to no meaning, such as "the,” "is,” "and," "in," etc. In NLP,

removing stop words is a crucial preprocessing step to reduce noise in the text data
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and focus on meaningful words that carry sentiment and context. This process helps
improve the efficiency and accuracy of the NLP model.

Removing Punctuations: Punctuations, such as commas, periods, and exclamation
marks, serve as grammatical symbols in the text but do not contribute to sentiment
analysis or classification. Removing punctuations is another essential
preprocessing step to clean the text data and ensure that only meaningful words are
used for analysis.

Tokenization: Tokenization is the process of breaking down a text into individual
units, typically words or sentences. In NLP, tokenization is a fundamental step as
it converts unstructured text data into a structured format that can be processed by
the model. Each token represents a unit of meaning and serves as the input for

subsequent NLP tasks.

Lemmatization: Lemmatization is the process of reducing words to their base or
root form, called the lemma. It helps in standardizing the text data and reduces the
inflectional forms of words to their common base. For example, the words

"running,” "ran," and "runs" will all be lemmatized to "run."

Bag-of-Words (BoW): The bag-of-words model is a simple and widely used
technique in NLP for text representation. It converts text data into a sparse matrix,
where each row represents a document, and each column represents a unique word
in the entire corpus. The matrix elements indicate the frequency of each word in
each document, disregarding word order and grammar.

Term Frequency-Inverse Document Frequency (TF-IDF): TF-IDF is a variant

of the BoW model that takes into account the importance of words in a document
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relative to the entire corpus. It assigns higher weights to words that are frequent in
a document but rare in other documents, thus capturing the uniqueness of words in
individual documents. TF-IDF is commonly used for text classification and
information retrieval tasks.
By combining these NLP techniques, we can develop a robust model to analyze Amazon
Musical Instrument Reviews effectively. The model will be capable of understanding the
sentiments expressed in sentence reviews, classifying them into positive, negative, or
neutral categories, and providing valuable insights for customers, developers, and
businesses.
Customers can use the NLP-powered review analysis to make more informed purchasing
decisions and choose products that align with their preferences and requirements.
Developers can integrate the NLP model into e-commerce platforms to automate sentiment
analysis and provide better customer support and personalized recommendations.
Businesses can leverage the NLP model to gain deeper insights into customer feedback,
identify areas for product improvement, and enhance their overall customer experience.
In conclusion, NLP has revolutionized the way we analyze and understand text data,
especially in the context of product reviews. By leveraging various NLP techniques like
removing stop words, punctuations, tokenization, lemmatization, Bow, and TF-IDF, we
can build powerful models that can extract meaningful insights from vast amounts of
unstructured text data. The application of NLP in Amazon Musical Instrument Reviews
allows for better decision-making, customer engagement, and overall business growth. As
NLP technology continues to advance, we can expect even more sophisticated and accurate

models that further enhance our understanding of human language and sentiment.



103

4.4 Code Walkthrough

First, the code imports essential libraries for data manipulation (pandas, numpy) and NLP
tasks (nltk, re, string, WordCloud, STOPWORDS, PorterStemmer, Tfidf\VVectorizer). These
libraries are used to preprocess and analyze text data efficiently, making them an integral
part of any NLP workflow. With these libraries, one can perform tasks like text cleaning,
tokenization, stemming, vectorization, and word cloud generation to gain insights and
extract valuable information from textual data.

At first, the code imports various libraries related to Natural Language Processing (NLP)
tasks.

o nltk: It stands for Natural Language Toolkit and is a comprehensive library for NLP
tasks. It provides wvarious functionalities like tokenization, stemming,
lemmatization, part-of-speech tagging, and more.

e re: It stands for regular expressions and is used for pattern matching and text
manipulation. It allows us to perform complex operations on text data, such as
finding specific patterns or replacing substrings.

e string: It is a built-in Python library that provides various utilities for string
manipulation, such as string constants and helper functions.

e WordCloud: It is a library used to generate word clouds, which are visual
representations of word frequencies in a text. It helps in understanding the most
frequently occurring words in a corpus.

e STOPWORDS: It is a set of common words that are often filtered out from text

data as they do not carry significant meaning for analysis.
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e PorterStemmer: It is an implementation of the Porter stemming algorithm, which
reduces words to their base or root form. It helps in standardizing words and
reducing their inflected forms.

e TfidfVectorizer: It is a feature extraction technique used in NLP for converting text
data into numerical vectors. It stands for Term Frequency-Inverse Document
Frequency, which takes into account the importance of words in a document
relative to the entire corpus.

In summary, the code imports essential libraries for data manipulation (pandas, numpy) and
NLP tasks (nltk, re, string, WordCloud, STOPWORDS, PorterStemmer,

TfidfVectorizer). These libraries are used to preprocess and analyze text data efficiently,
making them an integral part of any NLP workflow. With these libraries, one can perform
tasks like text cleaning, tokenization, stemming, vectorization, and word cloud generation
to gain insights and extract valuable information from textual data.

Next, the given code, several machine learning libraries from scikit-learn (sklearn) are
imported, along with specific modules and classes. Each library is designed to perform
various machine learning tasks, such as classification, preprocessing, model selection, and
evaluation.

In summary, the machine learning libraries used in the code offer a wide range of
functionalities for data preprocessing, model building, hyperparameter tuning, and
evaluation. By combining these libraries and classes, developers can create sophisticated
machine learning pipelines to tackle various real-world problems effectively.

The code provided imports various metrics libraries from scikit-learn (sklearn) in Python.

These libraries are essential for evaluating the performance of machine learning models.
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They allow data scientists and machine learning practitioners to measure the accuracy,
precision, recall, and other performance metrics of their models

Thus, the metrics libraries from scikit-learn provide a comprehensive set of functions to
evaluate the performance of machine learning models. These metrics help to assess the
accuracy, precision, recall, and other performance aspects of their models, allowing them

to make informed decisions and optimize their models for better results.

Table 2: Reviews of Amazon music instruments in dataframe

Source: Author

reviewerlD asin reviewerName  helpful reviewText overall summary unixReviewTime reviewTime
0 A2BPI20UZIROU 1384719342 cassandra tu "Yeah, well, that's justlike, u.. ~ [0,0] ~ Not much to write about here, but it does exac.. 50 good 3545600 0228, 2014
1 AT4VATSEAX3D9S 1384719342 Jake [13,14]  The product does exactly as it should and s q. 50 Jake 1363392000 03 16,2013
2 A195EZSQDW3E21 1384719342 Rick Bennette "Rick Bennette”  [1, 1] The primary job of this device is to block the.. 50 t Does The Job We 1377648000 08 28, 2013
3 A2C00NNG1ZQQG2 1384719342 RustyBill "Sunday Rocker" [0, 0] Nice windscreen protects my MXL mic and preven, 50 GOOD WINDSCREEN FOR THE MONEY

4

SEAN MASLANKA — [0,0] This pop filter is great, It looks and perform.. 50 No more pops when | record my vocals

The code then reads a CSV file containing Amazon music instrument reviews into a pandas
data frame named raw_reviews. It then prints the shape of the dataset (humber of rows and
columns) and displays information about the dataframe, including data types and nonnull

counts for each column.

Next, the given code is performing data preprocessing and cleaning for Amazon music
instrument reviews dataset. Let's go step by step to understand each part of the code and its

functionalities.

« Handling NaN Values:
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The first step is to check for null values in the dataset using isnull().sum().

o The dataset contains columns like "reviewerName" and "reviewText" that

might have null values. o In this code, null values in the "reviewText" column

are filled with the string
'‘Missing' using fillna(*Missing’).
» Concatenating Review Text and Summary:

o The next step involves combining the "reviewText" and "summary"
columns to create a new column named "reviews". o This step is taken
to have a comprehensive review text that includes both the detailed
review and the summary.

o The new column "reviews" will be used for sentiment analysis.

» Creating 'Sentiment’ Column:

o The dataset contains a column named "overall" that represents the
rating given by the reviewer on a scale of 1 to 5. o The "sentiment”
column is created based on the overall rating to categorize reviews into
three classes: Positive, Negative, and Neutral.

o Ifthe overall rating is 3.0, it is categorized as Neutral. Ratings less than
3.0 are categorized as Negative, and ratings greater than 3.0 are
categorized as

Positive.

« Handling Time Column:
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Z The dataset includes a column named “reviewTime" that contains a date and
year in an unusual format.

The "reviewTime" is split into separate date and year columns using the
str.split() function. o The date is further split into "month™ and "day" columns
using the str.split() function again.

o This allows for easier analysis and visualization based on time-related
attributes.
Overall, the code performs essential data preprocessing and cleaning steps to prepare the
Amazon music instrument reviews dataset for further analysis, such as sentiment analysis
or building machine learning models.
Let's summarize the data handling and preprocessing steps performed in the given code:
« Handling NaN Values:
o The code checks for null values in the "reviewerName" and "reviewText"
columns.
o ltreplaces null values in the "reviewText" column with the string 'Missing'.

« Concatenating Review Text and Summary:

o The code combines the "reviewText" and "summary" columns to create a
new column named "reviews".
o The new column includes both the detailed review and the summary.

» Creating 'Sentiment’ Column:

o The code creates a new column named "sentiment" based on the
"overall"
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ratings.
o Reviews with an overall rating of 3.0 are labeled as Neutral. o
Reviews with an overall rating less than 3.0 are labeled as
Negative.

Reviews with an overall rating greater than 3.0 are labeled as Positive.

« Handling Time Column:

o The code splits the "reviewTime" column into separate "date™ and "year"
columns.
o The "date" column is further split into "month" and "day" columns.
By performing these preprocessing steps, the data is now ready for sentiment analysis or
other tasks to gain insights and make data-driven decisions. The cleaned and preprocessed
dataset can be used to build machine learning models, visualize trends over time, or
perform various other analyses to better understand customer sentiments and preferences
for musical instruments on Amazon.
Then the code performs data cleaning and preprocessing on the Amazon music instrument
reviews dataset. Let's go through each part of the code to understand its functionalities.
« Handling NaN Values:
o The code checks for null values in the "reviewText" column and fills them
with the string 'Missing'.

» Concatenating Review Text and Summary:
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@)
o The code combines the "reviewText" and "summary" columns to create a new

column named "reviews". o This new column includes both the detailed review

and the summary of each review.

Creating 'Sentiment’ Column:

The code creates a new column named "sentiment” based on the "overall”
ratings.
o Reviews with an overall rating of 3.0 are labeled as Neutral. o
Reviews with an overall rating less than 3.0 are labeled as
Negative. o  Reviews with an overall rating greater than 3.0 are

labeled as Positive.

Handling Time Column:

o The code splits the "reviewTime" column into separate "date” and
"year" columns.

o The "date" column is further split into "month" and "day" columns.

Finding the Helpfulness of the Review:

o The code processes the "helpful” column, which contains values in the
format [a, b], where a out of b people found the review helpful. o The
"helpful” column is split into two new columns, one containing the
value 'a’ and the other containing the value 'b". o The two new columns
are then cleaned by removing any spaces using the trim_all_columns()

function.



o

o

Both columns are converted to integers for further processing. o The
code calculates the helpfulness rate by dividing 'b' by 'a' and handles
the case when 'a" is 0 to avoid division by zero error.

The resulting helpfulness rate is rounded to two decimal places and

stored in the "helpful_rate" column of the main dataframe.

110
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Sentiment vs Helpfulness
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Figure 2: Sentiment vs Helpfulness
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Day vs Reviews count
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» Review Text Punctuation Cleaning:

o The code defines a function named review_cleaning() to clean the review
text by converting it to lowercase, removing text in square brackets,
removing links, removing punctuation, and removing words containing
numbers.

o The function is then applied to the "reviews" column using the apply()
function to perform the text cleaning.

* Review Text Stop Words:

o A custom list of stop words is created, which includes words that don't convey

negative sentiment or have negative alternatives. o The code removes these

stop words from the "reviews" column using the apply() function and a lambda
function to filter out the stop words.
Overall, the code effectively handles missing values, concatenates review text and

summary, calculates the helpfulness rate, cleans the review text from punctuation and stop



113

words, and prepares the dataset for further analysis or modeling. The cleaned and
preprocessed dataset can be used for tasks like sentiment analysis, topic modeling, or
building machine learning models to gain insights and make data-driven decisions based
on customer reviews for musical instruments on Amazon.
The code then focuses on exploring the relationship between sentiment and helpfulness of
reviews and aims to verify some prior assumptions through visualization and analysis.
Let's break down the code step by step and understand its functionalities and the insights
it provides.
* Assumptions:
o The code starts by mentioning three assumptions that will be verified through
the analysis:
= Higher helpful rate contributes to a positive sentiment.

= There will be more negative sentiment reviews in the years 2013
and

2014.
= There will be more reviews at the beginning of a month.
» Sentiments vs. Helpful Rate:

o The code creates a DataFrame that groups the sentiment of reviews
(positive, neutral, and negative) and calculates the mean of the helpful rate
for each sentiment category.

o The resulting table shows the mean helpful rate for each sentiment.

* Violin Plot:
o The code further explores the relationship between sentiment and

helpfulness through a violin plot.
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o A new DataFrame, senti_help, is created with the "sentiment"” and
"helpful_rate" columns from the main dataset. o The rows with a helpful
rate of 0.00 are removed to focus on non-zero
helpful rates.
o The violin plot is then created with "sentiment™ on the x-axis and
"helpful_rate" on the y-axis.
o The violin plot visually represents the distribution of helpful rates for each
sentiment category.
Insights:
* Higher Helpful Rate and Positive Sentiment:
o From the table and the violin plot, it can be observed that the mean helpful
rate is higher for negative reviews compared to neutral and positive reviews. o
However, the violin plot reveals that more positive reviews have higher helpful
rates. This observation contradicts the mean values and supports the first
assumption that a higher helpful rate contributes to a positive sentiment.
Hence, the code successfully explores the relationship between sentiment and helpfulness
of reviews, provides insights into the distribution of helpful rates for different sentiment
categories, and verifies the first assumption related to higher helpful rates and positive
sentiment. The visualization aids in understanding the data and drawing meaningful
conclusions, which can be further used for story generation and analysis in natural

language processing tasks.

Next, the code focuses on exploring various aspects of the reviews dataset, including

sentiments, reviews count by year, reviews count by day of the month, and creating
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additional features for text analysis like polarity, review length, and word count. Let's go

through the code and understand its functionalities and insights.

* Year vs. Sentiment Count:

o The code groups the data by "year" and "sentiment™ and calculates the count
of reviews for each sentiment category in each year.
o It then creates a plot using unstack() to visualize the count of positive,
neutral, and negative sentiments for each year.
o The plot shows how the sentiment counts vary across different years.
Insights:
o From the plot, it can be observed that the number of positive reviews

increased significantly from 2010, reaching its peak around 2013. There is
a slight dip in the number of reviews in 2014, where all review rates
dropped. However, negative and neutral reviews are significantly lower
compared to positive reviews. Therefore, the second assumption that there
will be more negative sentiment reviews in the years 2013 and 2014 is

incorrect.

+ Day of Month vs. Reviews Count:

o

The code creates a DataFrame, "day," that groups the data by the day of the
month and calculates the count of reviews for each day.
It then plots a bar graph to show the review count distribution across

different days of the month.

Insights:
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o The review counts are more or less uniformly distributed across the days of
the month. There is no significant variance between the days. However,
there is a notable drop in review counts towards the end of the month.
Therefore, the third assumption that there will be more reviews at the
beginning of the month is incorrect.

» Creating Additional Features for Text Analysis:

o Polarity: The code uses TextBlob to calculate the polarity of each review,
which is a measure of sentiment ranging from -1 (negative) to 1 (positive).
o Review Length: The code calculates the length of each review, including
both letters and spaces.

o Word Count: The code counts the number of words in each review.

Insights:

o These new features, polarity, review length, and word count, provide
additional insights that can be used for text analysis and further
understanding the data.

Overall, the code efficiently performs exploratory data analysis on the reviews dataset,
provides valuable insights, and prepares the data with additional features for further
analysis and modeling. The insights gained from these visualizations and analyses help
in better understanding the dataset and making data-driven decisions in natural

language processing tasks.

The provided code focuses on sentiment analysis, visualizing the distribution of
sentiments, review ratings, review text length, and word count, and conducting n-gram

analysis on the reviews dataset. N-grams are contiguous sequences of n items (words in
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this case) from a given sample of text. Let's go through the code and understand its
functionalities:
« Sentiment Polarity Distribution:

o The code calculates the polarity of each review using TextBlob, a library
for processing textual data.

o It then creates a plot to visualize the distribution of sentiment polarities in
the dataset.

Insights:

o The plot shows that there are a lot more positive polarities compared to
negative polarities, which aligns with the large number of positive reviews
in the dataset.

* Review Rating Distribution:

o The code creates a histogram to visualize the distribution of review ratings

in the dataset.
Insights:

o The histogram shows that there is a large number of 5-star ratings (nearly

7k) followed by 4-star, 3-star, 2-star, and 1-star ratings. The distribution

appears to be linear in nature.

* Review Text Length Distribution:

o The code creates another histogram to visualize the distribution of review

text lengths in the dataset.
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Insights: o The histogram shows a right-skewed distribution, with most review
text lengths falling between 0-1000 characters.

Review Text Word Count Distribution:

o The code creates a histogram to visualize the distribution of word counts in
the review text.

Insights:

o The histogram shows a right-skewed distribution, with most reviews
containing between 0-200 words.

N-gram Analysis:

o The code performs n-gram analysis on the review text to identify the most
frequent words and word combinations (bigrams and trigrams) for each
sentiment category (positive, neutral, and negative).

o It then creates horizontal bar charts for each sentiment category, displaying
the most frequent words and word combinations.

Insights:

o Monogram Analysis: Single words alone may not be enough to judge
sentiment accurately. o Bigram Analysis: Two-word combinations provide
more context and are more useful for sentiment analysis.

o Trigram Analysis: Three-word combinations offer even more context,

allowing for better sentiment identification.
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Sentiment Polarity Distribution

Source: Author

Figure 5: Sentiment Polarity Distribution

Review Rating Distribution

Source: Author

Figure 6: Review Rating Distribution
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Figure 7: Review Text Length Distribution
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Source: Author

Figure 8: Review Text Word Count Distribution

Overall, the code performs various visualizations and analyses to gain insights into the
dataset and the sentiments expressed in the reviews. The n-gram analysis helps to
understand the most common words and word combinations associated with each
sentiment category, providing valuable information for further text analysis and modeling.
The insights gained from these visualizations can be used to refine the sentiment analysis
and potentially improve the performance of the natural language processing model.

Then, by performing the following steps, the code prepares the data for sentiment analysis,
ensuring that the text data is converted into a suitable format for machine learning models.
The feature extraction using TF-IDF captures the importance of words in the reviews,
while SMOTE balances the target variable, enabling the sentiment analysis model to learn
from a more representative dataset. Overall, these steps are crucial for building an accurate
and reliable sentiment analysis model.

The code performs various data preprocessing and feature extraction steps to prepare the
text data for sentiment analysis. It includes word cloud visualizations for positive, neutral,
and negative reviews and then focuses on feature extraction using TF-IDF (Term

Frequency-Inverse Document Frequency). The code also handles the imbalance in the
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target variable (sentiment) using the Synthetic Minority Oversampling Technique
(SMOTE). Let's break down the code and explain the functionalities of the functions used:
» Word Cloud Visualization:
o Word clouds are visual representations of word frequencies in a given text
corpus.
o The code creates word clouds for positive, neutral, and negative reviews to
visually represent the most frequent words in each category.
o Word clouds provide an intuitive way to quickly identify prominent terms

associated with different sentiments.
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Tri-gram plots of Positive reviews
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Figure 11: Trigram Plots
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Figure 14: Word Cloud Negative reviews

Feature Extraction with TF-IDF:
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o Before building the sentiment analysis model, the text data needs to be
converted into a format that the computer can understand and process.

o The code performs feature extraction using the TF-IDF (Term
Frequencylnverse Document Frequency) method.

o TF-IDF is a technique to quantify the importance of words in documents
and corpora. It assigns a weight to each word that signifies its significance
in the document relative to the entire corpus.

o The code uses the TF-IDF vectorizer from scikit-learn to convert the review
texts into a TF-IDF feature matrix.

o The TF-IDF feature matrix represents each review as a vector with columns
corresponding to different words, and the cell values represent the TF-IDF
weights of the words in the review.

» Target Variable Encoding:

o The code uses label encoding from scikit-learn to encode the target variable
"sentiment” into numerical labels.

o Label encoding converts categorical labels (positive, neutral, negative) into
numerical values (0, 1, 2) so that the model can process them.

* Stemming Reviews:

o Stemming is the process of reducing words to their root form to simplify
text processing.

o The code uses the Porter Stemmer from the Natural Language Toolkit (nltk)

to perform stemming on the review texts.
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o Stemming reduces inflected or derived words to their base or root form,

which helps in text normalization and simplifies the vocabulary.
» TF-IDF Feature Extraction (Bigram):

o In addition to unigrams (single words), the code also considers bigrams
(two consecutive words) for TF-IDF feature extraction.

o Bigrams provide additional context to the model and help capture more
meaningful patterns in the reviews.

» Handling Imbalanced Target Feature (SMOTE):

o The code addresses the issue of class imbalance in the target variable
"sentiment." o Class imbalance occurs when one class has significantly

more samples than others, which can lead to biased model performance.

o The code uses SMOTE (Synthetic Minority Oversampling Technique)
from the imbalanced-learn library to balance the class distribution.

o SMOTE generates synthetic samples of the minority class (negative and
neutral sentiments) by interpolating between existing instances. It creates
new synthetic data points to balance the class distribution.

The code then performs the final steps of building a sentiment analysis model using
machine learning techniques. It includes a train-test split to divide the data into training
and testing sets and then proceeds with model building and selection. Let's break down the

code and explain the functionalities of the functions used:

« Train-Test Split:
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o The code uses the train_test_split function from scikit-learn to split the
preprocessed data into training and testing sets.

o The X_res variable contains the TF-IDF feature matrix, and y_res contains
the encoded target variable (sentiment).

o The datais splitin a 75:25 ratio, where 75% is used for training the model,
and 25% is used for evaluating its performance.

Model Building:

o After the train-test split, the code moves on to build the sentiment analysis
model using machine learning algorithms.

o The models will be trained on the training data and evaluated on the test
data to measure their performance.

o The code aims to select the best-performing model for sentiment analysis.

Confusion Matrix Plot Function:

o The code defines a custom function called plot_confusion_matrix to plot
the confusion matrix.

o The confusion matrix is a table used to evaluate the performance of a
classification model. It shows the number of true positives, true negatives,
false positives, and false negatives.

o The plot_confusion_matrix function takes the confusion matrix as input

and plots it with appropriate labels.
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Figure 15: Confusion Matrix

Model Selection:

o The code considers multiple classification algorithms, namely Logistic
Regression, Decision Tree, K-Nearest Neighbours (KNN), Support Vector
Machine (SVM), and Naive Bayes.

o It uses cross-validation (cross_val_score) with k=10 folds to estimate the
accuracy of each model on the entire dataset.

o Cross-validation helps in obtaining a more robust estimate of model

performance by averaging accuracy over multiple iterations of data

splitting.
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* Model Selection Results:

o The code prints the test accuracy for each model from the cross-validation
results.

o The accuracy represents how well the model predicts the sentiment of the
reviews on unseen data.

o Logistic Regression shows the highest accuracy among all the models, and
all models achieve an accuracy of more than 80%.

» Hyperparameter Tuning:

o The code does not show the actual hyperparameter tuning process, but it
suggests proceeding with Logistic Regression for the final sentiment
analysis model.

o Hyperparameter tuning involves optimizing the model's hyperparameters
to further improve its performance.

Overall, the code concludes the sentiment analysis project by selecting the Logistic
Regression model, which achieved the best performance on the dataset. The model is now
ready to predict the sentiment of new reviews based on the patterns it has learned during
training. The model can be used for various applications, such as sentiment analysis in
product reviews, social media sentiment analysis, customer feedback analysis, and more.
The accuracy of over 80% indicates that the model is effective in classifying reviews into
positive, neutral, and negative sentiments, making it a valuable tool for understanding

customer opinions and sentiments in text data.
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Then the code demonstrates the process of building a sentiment analysis model using

Logistic Regression with hyperparameter tuning and evaluating its performance using

various classification metrics, including the confusion matrix, F1 score, and ROC-AUC

curve. Let's break down the code and describe its functionalities:

» Hyperparameter Tuning for Logistic Regression:

o

The code first defines a parameter grid param_grid, which contains
different combinations of hyperparameters (C and penalty) to be tried for
Logistic Regression.

C is the regularization parameter, which controls the amount of
regularization applied to the model. It is selected from a range of values
between 10”(-4) and 10™4.

penalty represents the type of regularization to be applied, which can be
either L1 (Lasso) or L2 (Ridge).

The GridSearchCV function is used to perform a grid search over the
specified parameter grid and find the best combination of hyperparameters.
The model is trained using 5-fold cross-validation (cv=5) on the training
data to determine the best hyperparameters.

The best model obtained from the grid search is stored in best_model, and

its accuracy on the test data is printed.

* Logistic Regression with Selected Hyperparameters:

o

After obtaining the best hyperparameters from the grid search, the code

proceeds to create a new Logistic Regression model with those parameters.
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The C value is set to 10000.0, and the penalty is chosen based on the best
combination from hyperparameter tuning. o The model is then trained on the
training data using the new hyperparameters.

o The accuracy of the Logistic Regression classifier is printed on the test set,
which gives an estimate of how well the model performs on unseen data.
Classification Metrics:
o The code calculates additional classification metrics to evaluate the
performance of the sentiment analysis model more comprehensively.

o It starts by generating  the  confusion matrix using
the

metrics.confusion_matrix function, which provides a summary of the
number of correct and incorrect predictions for each class (negative, neutral,
positive).

o The plot_confusion_matrix function is used to visualize the confusion
matrix with appropriate labels, helping to understand how well the model
classifies each sentiment class. o The code then prints the classification
report, which includes metrics such as precision, recall, and F1 score for
each class. The F1 score is the harmonic mean of precision and recall and is

a balanced metric for imbalanced datasets.

ROC-AUC Curve:
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The code deals with multiclass classification using the One-vs-Rest
approach, where multiple binary classifiers are trained to handle each class
separately.

o The target feature (y) is binarized using label_binarize to create separate
binary classifiers for each sentiment class. o The SVM (Support Vector
Machine) classifier with a linear kernel is used to train the model for each
class.

o The Receiver Operating Characteristic (ROC) curve and ROC-AUC score
are computed for each class to visualize the performance of the binary
classifiers.

o The micro-average ROC curve and macro-average ROC curve are also
calculated to summarize the overall performance of the multiclass
classification.

* Insights:

o The ROC-AUC curve shows that class 2 (positive sentiment) and class 0
(negative sentiment) have been classified quite well, as indicated by their
high area under the curve (AUC) values. Thresholds between 0.6 and 0.8
can be chosen for these classes to achieve optimal True Positive Rate (TPR)
and False Positive Rate (FPR).

o The micro-average F1 score is high, indicating good overall performance of

the model. Micro-average considers all classes equally, making it suitable

for imbalanced datasets like this one.
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The macro-average F1 score is not as good as the micro-average, suggesting
some variation in performance across classes.

o In sentiment analysis, it is essential to consider F1 score and ROC-AUC
curves, as they provide a more comprehensive evaluation of the model's
performance compared to accuracy.

Overall, the code demonstrates a complete sentiment analysis pipeline, starting from
hyperparameter tuning for Logistic Regression, model training, and evaluation using
various classification metrics. It provides valuable insights into the model's ability to
classify sentiment categories accurately and efficiently. The final F1 score and ROC-
AUC curves offer a reliable assessment of the model's performance, making it a useful

tool for sentiment analysis in different applications.

Receiver operating characteristic to multi-class
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Source: Author

Figure 16: ROC Curve
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@)
The code then performs sentiment analysis on a dataset of reviews. It includes data

preprocessing, exploratory data analysis (EDA), model building using LSTM (Long
ShortTerm Memory) neural network, and evaluation. Let's explain the functionalities of

each code block:
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Source: Author

Figure 17: Sentiment Review

» Data Preparation:

o The first two code blocks are for data preparation. The dataset,
explain_reviews, contains two columns: 'reviews' (containing the review
text) and 'sentiment’ (containing the sentiment label).

o The code selects only the 'reviews' and 'sentiment’ columns and stores them

in explain_reviews using [['reviews', 'sentiment']].
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Next, it displays the count of each sentiment class using sns.countplot,

which helps understand the distribution of sentiment labels in the dataset.

Text Length Analysis:

o

@)

The code calculates the text length (number of characters) for each review
in the 'reviews' column and adds a new column ‘text length' to
explain_reviews.

A facet grid is created using sns.FacetGrid to plot histograms of text length
for each sentiment class. This provides insights into the distribution of text

lengths across different sentiment classes.

Text Cleaning and Word Cloud Visualization:

@)

The code defines a function clean_text to remove URLS, mentions, and
special characters from the review text. It uses regex (re.sub) to perform the
cleaning.

The clean_text function is applied to the ‘reviews' column of

explain_reviews, and the cleaned text is stored in a new column ‘clean_r'.

o Aword cloud is generated using the cleaned text to visualize the most frequent

words in the reviews. Stop words from the NLTK library are removed from the

word cloud, and the visualization is shown using

WordCloud.

Categorical Variable Encoding:

o

The code encodes the categorical variable 'sentiment’ into numerical values

(0, 1, 2) using a dictionary encode_cat.
The 'sentiment’ column in explain_reviews is replaced with the encoded

numerical values, and the resulting column is stored in y.
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The count of each sentiment class is displayed using y.value_counts().

* Train-Test Split:

o

The code splits the data into training and testing sets using train_test_split
from scikit-learn.

80% of the data is used for training (X_train, y_train), and 20% is used for
testing (X_test, y_test).

The stratify parameter ensures that the class distribution is preserved in the

training and testing sets.

* LSTM Model Building:

@)

The code defines two custom transformers TextsToSequences and Padder,
which will be used in the LSTM model pipeline.

TextsToSequences tokenizes the text and converts it into sequences of
indices (word embeddings) using Keras' Tokenizer.

Padder ensures that the sequences have the same length (maxlen) by
padding or cropping the text. Words that exceed the maxlen are truncated.
The LSTM model is built using Keras' Sequential API. It consists of an
Embedding layer for word embeddings, an LSTM layer with dropout to
prevent overfitting, and a dense output layer with softmax activation for
multi-class classification.

The model is compiled with categorical cross-entropy loss, the Adam

optimizer, and accuracy as the metric.
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* Pipeline for LSTM Model:

o The code creates a pipeline using scikit-learn's make_pipeline, combining
the custom transformers (sequencer and padder) and the LSTM model
(sklearn_Istm) created earlier.

o The pipeline is then fitted on the training data (X _train, y_train), which
performs tokenization, padding, and training of the LSTM model.

» Predictions and Evaluation:
o Finally, the pipeline is used to predict sentiment labels on the test set
(X _test).

o The predicted labels (y_preds) are obtained, and further evaluation can be
performed using standard classification metrics such as accuracy, precision,
recall, F1-score, etc.

Overall, the code demonstrates a comprehensive approach to sentiment analysis on the
provided dataset. It includes data cleaning, visualization, encoding, model building with
LSTM, and evaluation of the model's performance on the test set. The pipeline approach
allows for easy integration of text preprocessing and LSTM model training, streamlining
the process of building and evaluating the sentiment analysis model.

The code then performs a function named model_evaluate, which is used to evaluate the
performance of a machine learning model using various metrics such as accuracy,

classification report, and confusion matrix. Let's break down the code's functionalities:
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Accuracy Score:

o The function first calculates the accuracy score of the model's predictions
(y_preds) compared to the true labels (y_test) using the accuracy_score
function from scikit-learn's metrics module.

o The accuracy score represents the percentage of correctly predicted
instances out of all instances in the test set.

o The result is printed as "Test Accuracy: XX.X%", where XX.X is the
calculated accuracy score.

Classification Report:
o Next, the function generates a classification report using the
classification_report function from the metrics module. o The classification
report provides a detailed summary of various metrics for each class (label) in
the target variable (sentiment class in this case). o It includes metrics such as
precision, recall, F1-score, and support for each class, which helps evaluate the
model's performance on individual sentiment classes. o The classification

report is printed, showing precision, recall, F1-score, and support for each class.

Confusion Matrix Visualization:

o The function calculates the confusion matrix using the confusion_matrix

function from the metrics module. o A confusion matrix is a table that
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visualizes the model's performance in classifying instances correctly and
incorrectly for each class. o It shows the number of true positives, true
negatives, false positives, and false negatives for each class.

o The confusion matrix is plotted as a color-coded matrix using plt.matshow
from the matplotlib.pyplot module.

o Thetrue labels are represented on the vertical axis (rows), and the predicted
labels are represented on the horizontal axis (columns). o The number of
instances falling into each category is shown inside each cell of the matrix
using ax.text.

The model_evaluate function is called after the model has been trained and predictions
(y_preds) have been made on the test set (X _test). This function provides a quick and
informative way to assess the model's performance. By evaluating accuracy, classification
report, and confusion matrix, it gives insights into how well the model is performing in
classifying different sentiment classes. It helps identify any biases or areas where the model
might need improvement.

Overall, the model_evaluate function is a valuable tool for evaluating the model's
performance and gaining insights into its strengths and weaknesses in sentiment
classification. It allows data scientists and machine learning practitioners to make informed
decisions about model selection and tuning based on its performance on unseen data.

The code then involves various steps for model evaluation and interpretation using LIME
(Local Interpretable Model-agnostic Explanations) and SHAP (SHapley Additive

exPlanations). Let's break down each part of the code and its functionalities:

* model_evaluate():
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o This function evaluates the performance of the machine learning model using
accuracy, classification report, and a confusion matrix.
o The function prints the test accuracy, classification report, and visualizes the

confusion matrix.
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Source: Author

Figure 18: Classification Report & Confusion Matrix

LIME Explanation:
o LIME is used for generating explanations for individual predictions made by
the model. It helps understand why a model made a particular prediction for a

specific instance.
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o The code first selects a sample from the test set using the index idx.

o It prints the text sample and its true class (sentiment) using the class_names
list.

o The LimeTextExplainer is initialized with the class_names, and an
explanation (exp) is generated for the selected text sample using the
explain_instance method.

o The explanation is then shown in a notebook-friendly format using the
show_in_notebook method.

Text Modification and LIME Re-explanation:

o The code then modifies the selected text sample by replacing the word
"successful™ with a space.

o The modified text is printed, and the probability prediction for the new text

sample is displayed using pipeline.predict_proba.
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Text with highlighted words

These picks break way foo BEBY. [ only play a few times a week but they dont seem to last long when playing for more than a few houss atthe time Break way too R

Source: Author

Figure 19: LIME
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» SHAP Explanation:

(@]

SHAP (SHapley Additive exPlanations) is used for explaining the model's
predictions by assigning contributions to each input feature.

The dataset shap_reviews is prepared by encoding the target variable
(sentiment) using LabelEncoder and selecting relevant features.

The data is then split into training and testing sets using train_test_split. o A
Random Forest Regressor model is built on the training data and

predictions are made on the test set.

The mean squared error (MSE) between the true labels (y_test) and
predictions (y_pred) is calculated and displayed.

A TreeExplainer is initialized with the trained Random Forest model for

SHAP explanation. e

Visualizing SHAP Values:

o

SHAP values are calculated for the training set using the TreeExplainer, and
various plots are generated to interpret the model's behaviour and feature
importance.

A force plot for the first prediction is shown using shap.force_plot.
The SHAP summary plot and summary plot with bar charts are shown using

shap.summary_plot.
Dependence plots for individual features (sentiment, word_count,
review_len, helpful_rate, polarity) are displayed using

shap.dependence_plot.
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Overall, the code demonstrates the process of evaluating a machine learning model's
performance using standard metrics like accuracy and confusion matrix. Additionally, it
showcases the use of LIME and SHAP for explaining individual predictions and
understanding the model's behaviour and feature importance. These explanations can be
crucial for building trust in the model, identifying biases, and gaining insights into how

different features influence the model's predictions.
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Figure 20: SHAP values

SHAP value for
sentiment
M
n
-

30 I -00

000 025 050 075 100 125 150 175 200
sentiment




-06 —04 -02 00 02 04 06
polarity

Source: Author

o8

10

.
010 4
005
=
€
v
23
23 o000
°
%5 . e
b 4
n
.
-0.05
-0.10 .
0 200 400 600 800 1000
word_count
-06
0075
0.050 [Fos
“ 0025 [
o
s § 0000 .
R . 2
39 ot e - o3 £
S Z-o0o02s < 5
e 2 . 2
I ¥ _oo0s0 o2
w
-0.075
. o1
-0.100 { ., =
-0125{ * [0
0 1000 2000 3000 4000 5000 6000 7000
review_len
2.000
004
0.02
- 1333
8 g 000
¥
25 002
> 32
o o .
<3 004 5 o .
s . 1 0667
H
-0.06 =
-0.08
-010 0.000
) 02 04 06 08 10
helpful_rate
2,000
01
o 00 1333
e
v
iz
o
>2 01
o
A E
n 0667
-0.2
-03
.
T 0.000

|-06

-00

sentiment

sentiment

Figure 21: Shap Dependency plots on

146



147

a. Sentiment, b. Word Count , c. Review Length, d. Helpful Rate, e. Polarity

4.5 Performance Evaluation of the Deployed System

The code provided imports various visualization and miscellaneous libraries used in Python

for data analysis, machine learning, and text analysis. These libraries play a crucial role in

understanding the data, gaining insights, and making data-driven decisions. Let's describe the

functionalities of each library in detail:

matplotlib.pyplot: This library is widely used for creating visualizations in Python.
It provides a variety of plotting functions to create line plots, bar plots, scatter plots,
histograms, etc. The plt module is the interface to the plotting functions, and
rcParams is used to configure the global settings of the plots.

seaborn: This library is built on top of matplotlib and provides a high-level interface
for creating attractive statistical graphics. It simplifies the creation of complex
visualizations and provides support for working with pandas dataframes.
TextBlob: This library is used for processing textual data and performing tasks like
part-of-speech tagging, noun phrase extraction, sentiment analysis, translation, etc.
It is built on the NLTK and Pattern libraries and provides a simple API for text
processing.

plotly: This library is used for interactive data visualization. It provides a wide
range of visualization tools and is particularly useful for creating interactive charts
and plots for web applications. The go module provides graph objects for creating

various types of visualizations.

plotly.offline.iplot: This function is used to display plotly visualizations inline in
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Jupyter Notebook or other environments.

%matplotlib inline: This magic command is used in Jupyter Notebook to display
matplotlib plots directly in the output cell.

warnings: This library is used to handle warnings in Python. The filterwarnings
function is used to ignore certain warning messages, which can be helpful to
suppress unnecessary output during data analysis.

scipy: This library is used for scientific and technical computing in Python. It
provides various functions for mathematical operations, statistical analysis, and
signal processing.

itertools: This library provides various functions for working with iterators and

looping constructs. In this code, it is used to cycle through elements in a sequence.

cufflinks: This library is used to link pandas dataframes with Plotly. It allows easy

conversion of pandas dataframes into interactive visualizations.

collections: This library provides specialized container datatypes, such as default

dict and Counter, which are used to manipulate and analyze data collections.

imblearn.over_sampling.SMOTE: This library is used to perform Synthetic
Minority Over-sampling Technique (SMOTE) for handling imbalanced datasets. It
generates synthetic samples 