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ABSTRACT 

 
CUSTOMER SEGMENTATION FOR ONLINE RETAILERS USING RFM MODELING TO 

ADOPT PROFITABLE CUSTOMER-CENTRIC MARKETING STRATEGIES 

 
 

Debendra Ray, M.Sc. 
Nov 2023 

 
Dissertation Chair: Aaron Nyanama, DBA 

 

Customer Segmentation is the process of segregating customers based on some prominent 
features that could help online retailers sell more products with less marketing expenses. This 
process's rationale is the belief that customers exemplify differences in their attitude, behaviour, 
and demography. An unsupervised machine learning techniques like cluster modelling can 
develop groups or segments of a customer population. The goal is to create separate groups, but 
the groups themselves have closely related features, and this can be a powerful means to identify 
unsatisfied customer problems. In keeping with this data, companies can outperform the 
competition by developing customized marketing campaigns, designing an optimal distribution 
strategy, choosing specific product features for deployment, and prioritizing new product 
development efforts. Thereby, customer segmentation enables a company to customize its 
relationships and deliver personalized experiences to customers. 

This research aims to develop a good understanding of the company's customer base and its 
behaviour, using the RFM (Recency, Frequency, Monetary) model to accurately classify existing 
customers' to underscore its most profitable customer groups. 

The purpose of this research is to help the company invest in these customers' segments to 
generate revenue, reduce costs and be profitable. 

This research will also predict the items customers will buy in the future using a collection of 
machine learning techniques: SVM, Logistic Regression, Decision Tree, Random Forest, 
Adaboost, Ensemble Classifier. This research will essentially categorize the selected customer 
base of a UK-based online retailer into appropriate customer segments and predict future 
purchases based on the customer segmentation.  
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CHAPTER I:  

INTRODUCTION  

1.1 Introduction  

Customer segmentation is a process to divide a company's consumer base into 

subgroups—the generation of subgroups by using some specific characteristics helps the 

company sell more products with less marketing expenditure. The consumer base of any 

company consists of two types of consumers: Existing consumers and Potential consumers. 

The consumer base is categorized into subgroups, and these subgroups are called segments. 

The subgroups are created in such a way that each subgroup of customers has some shared 

characteristics. (Sandhya and Hindol, 2018) 

Different customer segments will help companies develop a customized marketing 

campaign in keeping with customer segments. This marketing strategy will help the company 

sell more products with lower marketing expenses and, in turn, will maximize the profit. This 

is the rationale for using customer segmentation analysis by the companies. (Sandhya and 

Hindol, 2018) 

Companies use STP ( Segmentation – Targetting – Positioning ) approach to 

formulating their marketing strategies. First, the Segmentation stage entails creating customer 

segments in keeping with their profile characteristics: Demographic, Geographic, Geo-

Demographic, Psychographics, Behavioral, Contextual, and Situational. Second, the 

Targetting stage entails segment evaluation to figure out product fitment for pertinent 

segments. Finally, the Positioning stage entails exploring the market opportunity and 

formulate a strategy to determine the best value proposition for the products. This approach 

helps the companies to achieve a multitude of benefits : (i) Determine appropriate product 

pricing, (ii) Develop customized marketing campaigns,(iii) Design an optimal distribution 

strategy,(iv) Choose specific product features for deployment,(v) Prioritize new product 

development efforts. (Sandhya and Hindol, 2018) 

This research analysis will determine customer segments from an unlabelled, 

unsupervised transactional dataset. A prominent method to perform this segregation of 
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available data is unsupervised machine learning methods like clustering. In this method, we 

collect customer features and formulate different clusters that we can extract from the feature 

set. We can find a customer segment's traits by analyzing the cluster characteristics in the 

sequel to this. 

Exploratory data analysis is yet another method to figure out the customer segments, 

including top decision points in the study. For instance, finding out the range of spending will 

provide insight into customer segments based on spending. Likewise, we could explore other 

essential features of customers until we get customer segments with noteworthy 

characteristics. 

This research will use the clustering-based model to determine customer segments, 

which provides a mathematical framework to find segment boundaries in the data. The 

dataset we have consisted of only the customers' sales transactions, and it will be a challenge 

to work with this limited attribute dataset. As such, we will use an RFM – Recency, 

Frequency, and Monetary Value-based model and apply an unsupervised machine learning 

technique: K-means to identify different groups (clusters) for customers. (U Dinesh Kumar, 

2017) 

This Research will identify customer behavior patterns that increase or decrease 

business revenue to invest in appropriate customer segments to generate revenue. Customer 

Lifetime Value is an essential metric that helps the business determine these customer 

segments and helps companies take appropriate actions.RFM scores of customer clusters are 

perfect candidates for feature sets required to calculate the CLV. 

In the sequel to the above steps for best customer segmentation and lifetime value 

prediction, the customer retention rate is also an important metric that helps customers 

determine the fitness of their products for the market(PMF-Product Market Fit) (Le and Ha, 

2016). If the PMF is not satisfactory, the business will experience customer churn; therefore, 

Churn Prediction is a powerful technique to figure out the likely churn in a given period 

(Atteberry, Loeb, & Wyckoff, 2017). 

This Research will use RFM Scores of the customer clusters to predict the customer's 

next purchase day. In keeping with these predictions, the business can formulate its 
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marketing actions like no promotional offer for customers who'll purchase anyway and 

design a campaign for customers who've not bought within a timeframe. 

Finally, this Research will also predict the upcoming purchases using the above RFM 

scores of customer clusters. Using supervised machine learning techniques like SVM, we can 

predict the cluster to which the new customer will belong based on his first purchase in the 

online platform. For instance, if a customer has bought a cosmetic product, lives in India, is 

in the age group 40 – 55, and we have already generated a customer cluster that satisfies these 

characteristics, we can put this new customer in that particular customer segment and derive 

the list of items that the customer may buy in future. 

The customer segmentation approach adopted in this research for the e-commerce 

domain applies to other domains as well, wherein the feature set will differ for each domain. 

 

1.2 Research Problem 

To segment the customer base efficiently to retain the existing customers and acquire 

new customers by analyzing online retail customers' buying patterns.    

 

1.3 Purpose of Research  

This research aims to develop a hybrid model to optimize the marketing strategy for a 

company's growth using ensemble ML algorithms. 

 

Objectives of this research in keeping with the aims of this Research: 

• To implement the basic model for customer segmentation using RFM, K-means, 

PCA techniques and measure the precision score. 

• To optimize and implement this baseline approach for customer segmentation 

to increase the Classifier's Accuracy by using other ML algorithms: Logistic 

Regression, K-nearest neighbour, Decision Tree, Random Forest, Adaboost 

Classifier, Gradient boosting Classifier. 

• To compare the precision scores of all the preceding algorithms to determine 

the best algorithm using ensemble methods. 
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1.4 Significance of the Study  

This research will propose an optimal approach for customer segmentation using a 

combination of various machine learning algorithms to achieve high prediction Quality and 

Accuracy. The companies in the e-commerce domain will benefit from this Research. 

However, this Research will be equally beneficial for companies providing financial, travel, 

telecom, marketing, educational, entertainment services to build customer segmentation using 

datasets for the specific domain. For instance, customer segmentation in the financial domain 

will consider the data points like frequency of debit/credit card usage, personal/professional 

profile of customers, etc. Likewise, the customer segmentation in the travel domain will 

consider the data set about the frequency of flight booking, Demographic/professional profile 

of customers, etc 

 

1.5 Research Questions  

This research will strive to solve the following questions: 

• Is the categorization of the customers in a specific segment feasible in keeping 

with their buying behaviors? 

• Is the prediction for the type of items customers will purchase in the near 

future feasible in keeping with their segmentation? 

The research will exclusively focus on the research problems and strive to evolve an 

approach through which the machine learning classifier's accuracy will be increased. To 

achieve this, we need to combine multiple machine learning algorithms and compare the 

results. Necessarily, this research will focus on building a classifier that will classify the 

customers into different customer segments, and the classifier should generate this 

classification result when the customer visits the platform for the first time. 

This research will exclude the following aspects of customer segmentation, owing to 

the short span of the research: 

• Analysis of Customer segmentation on future Sales. 

• Cross-Selling approaches using Market Basket Analysis. 

• Churn Analysis for Customer Segments. 
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CHAPTER II:  

REVIEW OF LITERATURE 

2.1 Introduction  

Businesses cannot thrive without finding new customers (Kiseleva et al., 2017). We 

embark on the process of discovering new customers, by enhancing our knowledge of 

existing customers and their accurate classification. We unravel the buying patterns of the 

customers and the characteristics features that may be used to find those customers. The 

values on those characteristics features define market segments, which can be used to 

discover new customers. 

A customer cluster is a group of consumers different from other groups of customers 

that matter to marketing campaigns and can be done through different techniques (Rajagopal, 

2011). For target marketing, a customer's cluster membership can be among the most useful 

explanatory features (Callarisa Fiol et al., 2009). 

We underline the customer segments using geographic, demographic, and behavioral 

characteristics. Features that are accessible and easily measured, are most useful for 

marketing campaigns (Farris et al., 2010). 

The process of discovering customer groups is known as customer segmentation. 

Customer segmentation, when meticulously designed, helps in marketing campaigns (Clows, 

2012). The Customer Segments are characterized by distinct features like what customers 

like, what they buy, where they buy, how often they buy, and how much they buy (Bhatnagar 

and Ghose, 2004). Marketing campaigns should be customized in keeping with these 

characteristics of specific clusters (Brito et al., 2015). Companies use customer segments in 

product development, advertising, promotion, pricing, and target marketing (Weinstein, 

2013). Some customers are more responsive to advertisements, promotions than others. 

Companies can make decisions about marketing campaigns, by using insights from a 

customer's market segment (Revella, 2015). 
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2.2 Existing Literature Overview  

This Study motivation stems from a Research Paper published by Chen, Sain & Guo 

(2012) which explains how data mining techniques of the RFM model could be used for 

customer segmentation. The dataset referred to in this paper is collected from a UK-based 

online retailer. They've segmented the above data set into five clusters of customers using the 

RFM model and K-means clustering algorithm. These clusters segregate Customer 

Profitability into High Value, Mid Value, and Low-Value. These clusters are further 

enhanced using a decision tree to gain an insight into the customers' sub-clusters. In the 

sequel to this Research, Chen, Sain & Guo (2012) could identify the most and the least 

profitable group of customers. Additionally, they've recommended exploring the synergy 

between different customer groups by examining the products they have purchased. This 

insight will help the online retailer determine with which group a new customer will affiliate. 

Another research recommended that exploring the customers' products to enrich the 

customer's website buying experience and predict the customer lifecycle value (Chaudhuri et 

al., 2021). 

  

 This Research Paper of Chen, Sain & Guo (2012) has few gaps : (i) In the data pre-

processing, the removal of null and duplicate values is not covered. (ii) EDA for various data 

attributes is not covered. (iii) The Accuracy of the Classifier is not determined. (iv) PCA / 

Elbow-method / Silhouette analysis is not covered. (v) No metrics for Customer retention are 

considered either. (vi) Prediction of Future Purchases is not considered in the Research. 

 

Zhen et al. (2014) published a research paper on A decision-making framework for 

precision marketing in 2014. This research paper proposes a framework to help the business 

determine customer segments' features and recommends proper marketing strategies to 

reduce the customer clusters' inventory. The data set referred to in this paper is collected from 

a company in China to implement the proposed framework. This Research achieves four 

Objectives: Firstly, a trend model to predict accurately monthly supply quantity; Secondly, 

segregate the customers using the RFM model; Thirdly, determine distinct customer clusters 
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using CHAID decision trees and Pareto Values; and finally, targeting customer clusters with 

distinct supply strategies. The trend model results proposed by this research paper outperform 

the prediction models like SARIMA and SVM. The RFM model is used to select the k-means 

algorithm's attributes, and the CHAID algorithm uses the resulting clusters as decision 

attributes (Rojlertjanya, 2019). To segregate the customers further, Pareto Ratio is used 

(Grosfeld-Nir, Ronen, and Kozlovsky, 2007). This Research has few gaps: First, the 

prediction model is simple; Second, it is hard to determine the number of Clusters; Third, the 

prediction model's scalability is subservient to the historical data size. Finally, this Research 

can be extended to developing an integrated prediction model combining all the models used 

in this paper. 

 

Tsai, Hu, & Lu (2015) published a research paper in 2015 to argue the usage of two 

clustering techniques to solve Customer segmentation strategies for an automobile dealership. 

This Research explores the problem of customer segmentation about automotive customer 

relationship management in Taiwan. The clustering techniques: k-means and expectation-

maximization(EM) are evaluated for accuracy The evaluation results underline the 

identification of four customer segments: loyal, potential, VIP, and churn customer groups. 

To improve the quality of services, several customized marketing campaigns for the four 

customer groups are suggested. Options include providing valuable presents during vehicle 

maintenance visits for loyal customers, designating a specific technician to offer maintenance 

services to potential customers, enhancing the quality of service for VIP customers, and 

improving relationships with churn customers. By validating the results of this work with 

different automobile dealers and by tracking the effectiveness of the marketing strategies in 

the case company, this work could be further extended. Similarly , another research explores 

the problem of customer segmentation about automotive customer relationship management 

in UK and Saudi Arabia and found that the clustering techniques are highly important (Ali, 

2007) 
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Xixi He & Chen Li (2016) published their work on the impact of  Customer 

Segmentation on E-commerce Websites. This Study entails a three-dimensional customer 

segmentation model in keeping with customer lifetime value, customer satisfaction, and 

customer activity, which classifies customers into different segments with high Accuracy. 

The RFM model, Kano model, and BG/NBD model are used to extract the variables 

(Belhadj, 2021). The customer segmentation model results in ten customer segments with 

corresponding marketing strategies to help enterprises maximize profits (Kim et al., 2006). 

Customer lifetime value reflects the profit that customers bring to the website; customer 

satisfaction reflects the extent of customers' recognition of website quality, products, and 

services; customer activity reflects loyalty and closes the relationship between customers and 

website. For all types of customer segments, a targeted marketing strategy is designed to 

retain the customers (Nasır, 2017). 

 

Wen-Yu Chiang (2017) published a research paper: Discovering customer value for 

marketing systems in 2017 explains a method to identify valuable passengers in Taiwan 

airliners and retain them to increase the profits and growth rates. An innovative model FSLC 

(Frequency, high Season traveling, Locations, and Cancellation) is proposed based on the 

RFM model to identify valuable customers and generate useful association rules to find an 

optimized target market for dynamic marketing. The Supervised Apriori Algorithm is used 

based on the FSLC analysis to extract five useful association rules. Using this method, the 

airlines in Taiwan could extract customer values from their CRM system. This method could 

be applied to other retailers for analyzing customer values and association rules. An obvious 

pitfall of this method is that the collection of customer benefits Questionnaires is not easy. 

 

Shohre Haghighatnia, Neda Abdolvand & Saeedeh Rajaee Harandi (2017) published 

in 2017 an innovative method to analyze customer behavior using discounts as a dimension.  

An innovative model: RdFdMd in keeping with RFM analysis, wherein d is the level of 

discount is used to analyze the impact of discounts on customers' purchasing behavior and 

profitability of the companies. To achieve clustering, the k-means algorithm is used. The 
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model evaluation results reflect better customer clustering, and discounts are identified as an 

important factor for customer purchase behavior. Retailers can achieve precise clustering for 

up-selling strategies using this method. A gap glaring in this method is that the correlation 

between the product and discounts is not considered. The method could be further extended 

to explore the time interval between discounts. 

 

Morisada, Miwa, & Dahana published a research paper in 2018 to analyze valuable 

customer clusters in online fashion markets (Morisada, Miwa, & Dahana, 2018). This study 

explains the impact of behavioral characteristics of the customer on profitability in different 

clusters. The segmentation is achieved in keeping with the customer purchase rate, customer 

lifetime value, and average spending of the customers. Segment-level customer lifetime 

values are then calculated and combined with past purchase amounts to assign the segments 

to several tiers. A latent class model of purchase frequency, retention rate, and the purchase 

amount are developed and applied to a large-scale online transaction dataset of fashion 

products. The analysis reveals that innovators, brand-conscious customers, mobile device 

users, and loyal shop customers are more likely to belong to valuable segments. The model 

evaluation results underscore the impact of customer behavioral characteristics on the 

company's profitability and help the online fashion companies to design effective customer 

campaigns. Data from other fashion e-retailer companies could be used to improve the 

current Research's results. This work could further explore the impact of customer lifestyle 

on the profitability of online fashion retail companies. 

 

Arash, Mohammad, and Mohammadreza (2018) published a research paper on A 

novel model for product bundling and direct marketing in e-commerce based on market 

segmentation in 2018. This paper aims to analyze customer loyalty by segmenting the 

customer base in keeping with their buying behavior in an online platform. The Dataset 

includes 541910 records received from 4340 customers from December 2014 to December 

2015 in Golestan province in Iran. T Customers are segmented using the RFM model & K-

means algorithm, which helps the company determine the customers' loyalty. Product bundles 
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are recommended to different customer segments accurately, which enhances the success of 

marketing campaigns.Apriori algorithm is used to establish the association rules between 

frequently bought products. The artificial neural network (ANN), Bayesian network, K-

nearest neighbor (KNN), logistic regression (LR), C5.0 decision tree, and support vector 

machine (SVM) algorithms are applied to predict the product bundles for specific customer 

segments. There are many companies which struggle to get new users to their online 

platforms (Cusumano, Yoffie, & Gawer, 2020). This model will help companies retain the 

existing customer base and invite new customers to their online platform. The research results 

show high Accuracy if the RFM scores are factored-into the Product bundling. The Research 

Paper could be extended to develop a market response model for marketing campaigns, create 

a price bundling model to keep with the customer characteristics and create a real-time 

system for recommending product bundles to customer segments. A gap glaring in this Study 

is that no metrics are tracked to measure the retention rate of the profitable segment of 

customers. 

 

Research Paper published by Sebastiaan et. al (2018): Profit-driven decision trees for 

churn prediction, has extensively used the decision trees for Churn Prediction to improve the 

revenue of the company. This paper proposes a customer churn prediction model: ProfTree 

based on a decision tree algorithm, to maximize the profit for the company. This technique 

shows marked improvement over classical churn prediction models, which fails to factor-in 

the benefits emanating from the profit maximization and misclassification costs. The 

Accuracy of these classical churn prediction models is determined by the areas under the 

ROC curve. Compared to this, the new classifier uses a metric called Expected Maximum 

Profit Measure for Customer Churn, to predict maximum profit. This model lends itself to 

good interpretation to figure out the cause of customer churn, owing to the usage of decision 

trees as an underlying classifier. This paper has used 9 real-life churn datasets, to measure the 

performance of the new model using cost, accuracy, and profit measures. The paper 

concludes that the new ProfTree technique surpasses other AUC accuracy-based models, in 

terms of high hit rate/recall rate in the prediction of churners. The paper also proposes, as a 
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future area of investigation, to develop a new model: ProfForest by combining ProfTree 

algorithm with the Random Forests with an expectation to further maximize the profit – the 

ProfForest will be an aggregation of ProfTrees.Gaps identified in this Study are : (i) No pre-

processing steps are explained ; (ii) No metrics are tracked to measure the customer retension 

rate. 

 

Eugene Wong and Yan Wei published a research paper on Customer online shopping 

experience data analytics in 2018. This research segments the 110840 customers of an online 

travel agency in keeping with their online purchasing behavior and predict their next 

purchases. The research approach entails the impact of competitor pricing on purchasing 

behavior of the company products. An integrated model of data mining of competitor pricing, 

customer segmentation, and prediction of future purchases helped the online travel agency 

tailor their offerings to keep with their respective customers' travel preferences. The Study 

segregates travel agencies ' high valued customers, RFM( Recency, Frequency, Monetary) 

and CLV (Customer Lifetime Value) methodologies are used for customer segmentation 

(Husnah and Novita, 2022). Regression methodology analyzes the impact of competitor 

ticket price changes on the customers' purchase decisions (Bimaruci et al., 2020). Over and 

above, using Association Rules analysis, a model is developed to predict the future purchases 

of the customers. Few gaps apparent in this Study are: No Pre-Processing steps are included, 

Customer Churn Rate is not tracked, and the Accuracy of the Prediction models is not 

reflected. This Research could be further extended by factoring-in demographic information 

and time-prediction of purchases. 

 

Arno De Caignya et al. (2018) proposed,  an innovative hybrid classification model 

for customer churn prediction in keeping with logistic regression and decision trees. A new e 

logit leaf model(LLM) model is recommended for customer churn prediction, which 

performs better than Decision trees and Logistic regression. The algorithm is executed in two 

parts: using decision rules are used to segment the customers and for every leaf of the tree, 

customer churn is predicted. The new LLM algorithm scores high on both: Performance and 
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Comprehensibility, vis-a-vis, the LR and the DT algorithms. The LLM model's predictive 

performance is measured by the area under the receiver operating characteristics curve 

(AUC). This work could be further extended in other settings like credit scoring or fraud 

detection where the same trade-off between predictive performance and comprehensibility is 

present. 

 

Joy Christy et al. (2018) published their work on customer segmentation using RFM 

analysis. They have argued the usage of a new method of selecting the initial centroids for the 

K-means algorithm for clustering a UK online retailer's transactional data and comparing the 

accuracy of the new method with the classical k-means algorithm and fuzzy c-means 

algorithm. The cluster compactness, execution time, and the number of iterations of these 

algorithms are evaluated for comparison. The evaluation results reflect that lesser time, lesser 

number of iterations are required by the new approach and the centroids are also useful, as 

they are calculated based on RFM data distribution's effective medians. In keeping with RFM 

scores generated by the new clustering model, the company can customize its campaign 

strategies for its customers in the light of their buying behavior (Rahim et al., 2021). This 

work could be further extended to include market basket analysis of frequently bought 

products in each cluster. Eventually, this will help the company to provide better offerings to 

the customers for selected products. 

 

Alireza Sheikha et al. (2019) proposed a B2B Customer Segmentation framework of 

Two-Stage Clustering for the Fintech industry. An innovative LRFMP model(Length, 

Recency, Frequency, Monetary, and Periodicity) model is developed for customer 

segmentation and behavior analysis. Dataset relates to the Iranian Fintech companies. The 

customer segmentation process combines the K-means clustering algorithm and LRFMP 

model. After initial clustering, additional clustering of segments is needed for a better 

understanding of valuable customers. In keeping with the characteristics of 23524 customers, 

Customer Clusters are analyzed. The first stage evaluation result underlines that customers 

are segmented into four groups. The first and fourth segments are segmented again, to 
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determine 11 segments of customers. This new clustering approach helps companies design 

effective marketing campaigns and improve customer relationships. The results underscore 

that the L and P variables can help companies tailor their marketing campaigns towards each 

cluster of customer segments. This framework helps improve the customers' clustering and 

enhances the efficiency of marketing campaigns for the B2B setting. 

 

Jun et al. (2020) published a research paper on An Empirical Study on Customer 

Segmentation by Purchase Behaviors Using an RFM Model and K-Means Algorithm in 2020. 

This paper uses the K-means clustering algorithm and RFM model to segment the customers 

using a company's online sales data. Four Clusters are created to classify the customers in 

keeping with their purchase behaviors-RFM analysis determines the CRM strategies to 

provide a high degree of customer satisfaction monitored by KPIs like the growth of active 

customers, total purchase volume, and the total consumption amount. This research paper 

uses a dataset of a company in China from Nov 2017 to April 2019. This Research results in 

the segmentation of the customer base into four clusters, and in keeping with the RFM scores, 

appropriate CRM strategies are recommended for each group. These strategies' effectiveness 

led to an increased number of active customers by 529, total purchase volume by 279%, and 

the total consumption amount by 101.97%. Gaps identified in this Research are : (i) 

Necessary metrics for Customer retention rate is not tracked ; (ii) Accuracy of the Classifiers 

is not determined. This Research could be further extended by using more appropriate 

algorithms and embedding the algorithms in the CRM system for better decision making. 

 

Maha Alkhayrat, Mohamad Aljnidi, and Kadan Aljoumaa (2020) published a research 

paper on A comparative dimensionality reduction study in telecom customer segmentation 

using deep learning and PCA. This Study explored the logs of telecom companies which 

entails customer behavior and actions. The key challenges in applying the analytics process to 

this data are (i) the Presence of a Large Number of features ; (ii) Sparsity in the Log Data. 

This Research aims to reduce the dimensions of the feature space using Principal Component 

Analysis( PCA ) and Autoencoder Neural Network ( ANN) machine learning algorithms, 
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apply the K-means algorithm to cluster the customers in the reduced space, and compare with 

the original space to achieve better quality clustering results. The original data set has 220 

features for 100,000 customers. The silhouette analysis technique is used to compare the 

performance of Clusters created by the K-means algorithm on the original and the reduced 

data set. The best results are obtained by the autoencoder neural network approach which 

played a significant role in the dimensional reduction, and K-Mean Clustering Algorithm, 

where the clustering performance was enhanced with reduced dimensions. The original data 

set of 220 features is reduced in dimension to 20 features and the final results are very close 

or better than the original dataset clustering evaluation results. This Research could be further 

extended to measure metrics for customer retention rate viz; CLV, Churn Rate and predict 

future Sales of the customers. 

 

2.2 Analysis of Key Literature 

The above studies are succinctly summarized in the appended Table to underscore the 

comparison of approaches adopted in the research papers: 

 
# Studies Dataset, 

Techniques 

Purpose, Key Results, Future Study, 

Limitations 

1 Authors: Chen, 

Sain, Guo  

Title: A case study 

of customer 

segmentation using 

data mining 

techniques of the 

RFM model 

Year: 2012 

Journal: Database 

Marketing & 

Customer Strategy 

Management 

·  Dataset: 406 830 

Transactions of a 

UK Online Retail 

Company for the 

period 1 January 

2011 to 31 

December 2011 and 

has 11 attributes. 

·      Techniques: 

RFM analysis+ K-

Means Algorithm + 

Decision Tree 

Algorithm 

·  Purpose:  Aim to develop an 

algorithm for generating all RFM 

patterns from customers’ purchasing 

data and generate valuable information 

on customer purchasing behavior for 

managerial decision-making. 

 ·  Key Results: This model identifies 

the most and the least profitable group 

of customers. This insight will help the 

online retailer determine with which 

group a new customer will affiliate. 
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Future Study: Explore the customer’s 

buying experience to predict the 

Customer Lifecycle Value. 

 

2 Authors: Zhen, 

Yain, Defu, Xiang, 

Stephen, Tao  

Title: A decision-

making framework 

for precision 

marketing  

Year: 2014 

Journal: 

ELSEVIER 

 DataSet: 

Transactions 

collected from a 

Company in China 

The data include six 

products: Smith, 

Howard, David, 

Edward, Yun, and 

Edward1. The 

production 

information such as 

monthly supply 

quantity, ordered 

quantity, ordered 

times, D-value, 

Lever of customers, 

commercial 

activities, scale of 

operations, 

commercial 

environment, and 

marketing type are 

known. 

Techniques: RFM 

analysis+ CHAID 

Decision Trees 

Algorithm + Pareto 

Analysis 

Purpose: Develop a trend model to 

predict the material supply and 

segregate the customers to target the 

clusters with custom supply strategies. 

Key Results: The resulting trend 

model is better than the SARIMA / 

SVM algorithms. 

Future Study: Explore the 

Development of an integrated model 

using all the models used in this study. 

Limitations: The model is very simple 

and scalability is subservient to the 

Dataset size. 
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3 Authors: Chih-

Fong, Ya-Han, and 

Yu-Hsin  

Title: Customer 

segmentation issues 

and strategies for 

an automobile 

dealership with two 

clustering 

techniques 

Year: 2015 

Journal: Expert 

Systems 

Dataset: Cars sold 

by an automobile 

dealer in Taiwan in 

the last 3 years. 

 

Techniques: PCA 

Algorithm + K-

Means algorithm + 

Expectation-

Maximization(EM) 

Algorithm  

Purpose: Develop models using K-

Means and Expectation-Maximization 

methods and compare the evaluation 

results. 

Key Results: The evaluation results 

underscore four customer segments: 

loyal, potential, VIP, and churn 

customer. To improve the quality of 

service customized marketing 

campaigns are designed in keeping 

with the resulting customer clusters. 

Future Study: Validating the results of 

this work with different automobile 

dealers and by tracking the 

effectiveness of the marketing 

strategies in the case company. 

 

4 Authors: Xixi He, 

Chen Li 

Title: Application 

of Customer 

Segmentation on E-

commerce 

Websites 

Year: 2016 

Journal: IEEE 

Dataset:45064 

registered 

customers’ 

purchasing data 

from daily 

necessities Chinese 

e-commerce website 

from August 1, 

2014, to September 

30, 2015, in total 14 

months.  

Techniques: RFM 

Analysis + KANO 

Analysis + BG/NBD 

Analysis 

Purpose: Develop a three-dimensional 

customer segmentation model based on 

customer lifetime value, customer 

satisfaction, and customer activity, 

which more accurately divides 

customers into different groups. 

Key Results: The customer 

segmentation model provides ten 

groups of customers with 

corresponding marketing strategies so 

that it can help enterprises maximize 

profits. 
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5 Authors: Wen-Yu 

Chiang 

Title: Discovering 

customer value for 

marketing systems  

Year:2017 

Journal: 

International 

Journal of 

Production 

Research 

Dataset: Departure 

and Arrival data of 

Airline Travellers in 

Taiwan for the 

period 2005 to 2015. 

Techniques: FSLC 

model + RFM model 

+ Apriori Algorithm 

Purpose: Develop a model (FSLC 

model, RFM model-based) via the data 

mining technologies to discover 

valuable travelers for airlines. 

Key Results: There are four markets 

found by the shopping benefit variables 

of air travelers in Taiwan. The 

proposed FSLC model and socio-

economic variables are oriented into 

the markets via the supervised Apriori 

algorithm. Finally, there are five 

association rules created by this 

framework. 

Limitations: Questionnaires for 

customer benefits are not easy to be 

collected. 

Future Study: Researchers can focus 

future studies on the industry of the 

LCC or other businesses. In other 

business, the questionnaire items and 

FSLC model (RFM model-based) 

should be redesigned 

 

6 Authors:ShohreHag

highatnia, Neda 

Abdolvand & 

Saeedeh 

RajaeeHarandi  

Title:Evaluating 

discounts as a 

dimension of 

customer behavior 

analysis  

DataSet: Data 

related to an online 

retailer’s six-month 

sales records in 

IRAN. The data of 

130097 records were 

stored in databases, 

of which 64,038 

records were related 

to the customers 

Purpose: Develop a model based on 

RFM called RdFdMd, in which d is the 

level of discount used to analyze 

customer purchase behavior and the 

importance of discounts on customers’ 

purchasing behavior and organizational 

profitability.  

Key Results: The results indicate that 

using the RdFdMd model achieves 

better customer clustering and 
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Year:2017 

Journal: Journal of 

Marketing 

Communications 

who had received 

discounts. 

Techniques: 

RdFdMd analysis 

based on RFM, 

wherein d is the 

level of discount + 

K-Means Algorithm 

valuation, and discounts were identified 

as an important criterion for customer 

purchases. 

Future Study: Explore the interval 

between discounts. 

Limitations: The relationship between 

the product and discounts is not 

considered. 

 

7 Authors:Makoto 

Morisada, Yukihiro 

Miwa, Wirawan 

Dony Dahana  

Title: Identifying 

valuable customer 

segments in online 

fashion markets: 

An implication for 

customer tier 

programs  

Year: 2018. 

Journal: 

ELSEVIER 

Dataset: An online 

shopping mall 

company provided 

the data, which 

encompass the 

purchase history 

records of customers 

over a one-year 

period. In total, 

1,009,609 purchases 

were made by 

101,480 customers 

during this period 

Techniques: RFM 

Analysis + K-Means 

algorithm + CLV 

Analysis 

Purpose: Develop a latent class model 

to classify customers into several 

segments and rank those segments by 

their past and future revenue.  

Key Results: The results revealed that 

fashion innovativeness, brand 

consciousness, mobile device usage, 

and shop loyalty increase the 

probability of a customer becoming 

valuable. 

Limitations: The Study could be further 

extended for other fashion e-retailer to 

generalise the research and explore 

how customer profitability can be 

explained by lifestyle, perhaps by 

combining purchase history and survey 

data, which are currently sparse. 

8 Authors:Arash, 

Mohammad, 

Mohammadreza  

Title: A novel 

model for product 

bundling and direct 

marketing in e-

DataSet: The data 

for this research 

were collected from 

the electronic 

transactions of the 

company with its 

customers. These 

Purpose: Develop a novel model for 

product bundling and direct marketing 

in e-ecommerce based on market 

segmentation – RFM model is used to 

cluster customers into loyalty 

levels.Using K-means algorithm the 

product bundles were then determined. 
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commerce based on 

market 

segmentation  

Year:2018 

Journal:Growing 

Science 

data include 541910 

records received 

from 4340 

customers from 

December 2014 to 

December 2015 in 

the cities of Golestan 

province in Iran. 

Techniques: RFM 

analysis + K-Means  

Algorithm 

+Silhouette Analysis 

+ Apriori algorithm 

+ SVM Algorithm  

The association rules in each product 

bundle is determined by Apriori 

algorithm. Finally, SVM classification 

model is applied to recommend the 

product bundles to the customers. 

Key Results: By applying the proposed 

model, the product bundles are more 

precisely determined. 

Future Study: Explore development of 

a real-time system for recommending 

product bundles to customers, 

recommender systems can be 

implemented by using market 

segmentation and customer loyalty 

analysis. 

9 Authors:Sebastiaan

, Eugen, Bart, 

Seppe et. al 

 Title:Profit driven 

decision trees for 

churn prediction 

Year: 2018 

Journal: 

ELSEVIER 

DataSet: 

The dataset of South 

Korean telecom 

operator contains a 

sample of 889 

customers and 10 

explanatory 

variables; 277 of 

these customers (i.e. 

31.16%) were 

recorded as 

churners. 

Techniques: 

ProfTree Algorithm 

Purpose: Develop a new churn 

classification method called ProfTree 

that uses an evolutionary algorithm to 

directly optimize the EMPC 

(Verbraken et al., 2013) in the model 

construction step of a decision tree. As 

a result, ProfTree aims to actively 

construct the most profitable model for 

a customer retention campaign.  

Key Results: The study consisted of 

applying the classifiers to 9 real-life 

churn datasets, and evaluated their out-

of-sample classification performance 

using accuracy, cost, and profit related 

performance measures. In almost all 

cases, ProfTree outperforms its 

competitors, leading to significantly 

higher profits; whereas, in the worst 
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case, its profit losses are relatively 

small compared to the respective best 

competitive model. 

Future Study: Explore development of  

a new model : ProfForest by combining 

ProfTree algorithm with the Random 

Forests with an expectation to further 

maximize the profit – the ProfForest 

will be aggregation of ProfTrees. 

 

10 Authors:Eugene 

Wong and Yan Wei  

Title:Customer 

online shopping 

experience data 

analytics  

Year:2018 

Journal: 

International 

Journal of Retail & 

Distribution 

Management 

DataSet: Consists of  

110840 customers of 

an online travel 

agency in Hong 

Kong  

Techniques: RFM 

Analysis + CLV 

Analysis + 

Regression 

Algorithm + Apriori 

Algorithm 

 

 

Purpose: Develop a customer online 

behaviour analysis tool, segment high-

value customers, analyse their online 

purchasing behaviour and predict their 

next purchases from an online air travel 

corporation 

Key Results: The relationship between 

the purchasing behaviour in an OTA 

and the price changes of different 

OTAs are analysed. There is a 

significant relationship between the 

flight duration time and the purchase 

lead time. The next travel destinations 

of segmented high-value customers are 

predicted with reference to their travel 

patterns and the significance of the 

relationships between destination pairs. 

Future Study: Explore factoring-in 

demographic information and time-

prediction of purchases. 

11 Authors:Arno De 

Caignya,Kristof 

DataSet: xperiments 

are conducted on 

fourteen churn 

Purpose: Develop a new hybrid 

algorithm, the logit leaf model (LLM), 

which is proposed to better classify 
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Coussement , Koen 

W. De Bock  

Title:A new hybrid 

classification 

algorithm for 

customer churn 

prediction based on 

logistic regression 

and decision trees  

Year: 2018. 

Journal: 

European Journal 

of Operational 

Research 

datasets originating 

from European 

financial services 

provider 

Techniques: 

Decision tree + 

Logistic regression + 

Random forests + 

Logistic model tree 

+ Logit leaf model  

data, that enhances LR and DT 

Algorithms. 

Key Results: the LLM (1) provides 

more accurate models than using its 

building blocks, LR and DT, as 

standalone classification techniques. It 

performs at least evenly well as two 

homogenous ensemble methods RF and 

LMT, which are among the best 

performing classification techniques; 

(2) The LLM delivers a 

comprehensible method with benefits 

regarding the actionability of the 

model, which is its main advantage 

compared to the LMT and RF; (3) 

LLM can enrich both DT and LR . 

Future Study: Explore other settings 

where the same trade-off between 

predictive performance and 

comprehensibility is present such as 

credit scoring or fraud detection, where 

businesses want to predict suitable 

applicants. 

 

 

 

 

12 Authors:Joy 

Christy, A. 

Umamakeswari, L. 

Priyatharsini,  

Neyaa  

DataSet: The 

transactional data set 

of the customers of 

an online retail store 

for one year is 

obtained from the 

Purpose: A novel idea for choosing the 

initial centroids in K- Means is 

proposed. 

Key Results: Segmentation is done 

using RFM analysis and then is 

extended to other algorithms like K –
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Title: RFM ranking 

– An effective 

approach to 

customer 

segmentation  

Year: 2018 

Journal: Journal of 

King Saud 

University 

University of 

California Irwin 

(UCI) repository. 

Techniques: RFM 

Analysis + K Means 

Algorithm + Fuzzy 

C-Means Algorithm 

+ RM K-Means 

Algorithm 

Means clustering, Fuzzy C – Means 

and a new algorithm RM K-Means by 

making a minor modification in the 

existing K – Means clustering. The 

working of these approaches is 

analyzed. The time taken by each 

algorithm to execute is analyzed, and it 

is observed that the proposed K –

Means approach consumes lesser time 

and also reduces the number of 

iterations. The proposed algorithm is 

more effective because the centroids 

are more meaningful and are calculated 

at the beginning based on the effective 

medians of data distribution 

Future Study: Exploration of 

performance of the customers in each 

segment such as the products which are 

bought frequently by the members of 

each segment. This would help better in 

providing better promotional offers to 

specific 

13 Authors: Alireza 

Sheikha, Tohid 

Ghanbarpourb, and 

Davoud 

Gholamiangonabad

ib  

Title: A 

Preliminary Study 

of Fintech Industry: 

A Two-Stage 

Clustering Analysis 

DataSet: Includes 

the information on 

the value, the 

number, and the date 

of the first and last 

transactions for 

23524 customers 

during a 45- month 

period ending on 13 

June 2018, from the 

operational database 

Purpose: Develop a two-stage 

clustering and LRFMP model(Length, 

Recency, Frequency, Monetary, and 

Periodicity) simultaneously for 

customer segmentation and behavior 

analysis. 

Key Results: The results indicate that 

the L and P variables can significantly 

help with the interpretation of and 

tailoring marketing strategies towards 

each cluster of customer groups. 
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for Customer 

Segmentation in the 

B2B Setting 

Year:  2019 

Journal: Journal of 

Business-to-

Business Marketing 

of one of the online 

payment processor 

companies in the 

Iranian Fintech 

industry. 

Techniques: RFM 

Analysis + K-Means 

Algorithm + 

Davies–bouldin 

index Analysis 

 

 

Limitations: The data should be drawn 

from the customers who were active in 

the last 12-month period and one 

product only. 

Future Study: Exploration of building 

upon a more comprehensive body of 

data with more products and time 

frames extended.  

14 Authors: Maha 

Alkhayrat, 

Mohamad Aljnidi, 

and Kadan 

Aljoumaa  

Title: A 

comparative 

dimensionality 

reduction study 

in telecom 

customer 

segmentation using 

deep learning 

and PCA  

Year:2020 

Journal: Journal of 

Big Data 

Dataset: The dataset 

contains 220 

features that 

belonging to 

100,000 customers. 

 

Techniques: 

Principal 

Component 

Analysis(PCA) 

Algorithm + 

Autoencoder Neural 

Network(ANN) 

Algorithm + K-

Means Clustering 

Algorithm + 

Silhouette analysis + 

Davies–Bouldin 

index Analysis 

Purpose: Aims to explore 

dimensionality reduction on a real 

telecom dataset and evaluate 

customers’ clustering in reduced and 

latent space, compared to original space 

to achieve better quality clustering 

results. 

 

Key Results: ANN approach played a 

significant role in the dimensional 

reduction, and K-Mean Clustering 

Algorithm, where the clustering 

performance was enhanced with 

reduced dimensions. For the original 

data set of 220 features, we were able 

to reduce its dimension to 20 features 

and obtain results very close or better 

than the original dataset clustering 

evaluation results. 
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15 Authors: Jun, Wen, 

Sang, Yuanyuan, 

Liping, and 

Guangshu  

Title: An Empirical 

Study on Customer 

Segmentation by 

Purchase Behaviors 

Using an RFM 

Model and K-

Means Algorithm  

Year: 2020. 

Journal: 

ELSEVIER 

Dataset: Dataset 

consists of 10,248 

purchase data entries 

created at a 

community shopping 

platform from 

November 1, 2017, 

to April 15, 2019, 

involving 1,013 

customers. /is 

platform sells 134 

types of 

commodities, mostly 

including cooked 

food and pasta 

 

Techniques: RFM 

analysis + K-Means 

Algorithm 

Purpose: Customer purchase behaviors 

are analyzed systematically based on 

the online transaction data of a 

company by using RFM and K-means 

clustering algorithm 

 

Key Results: Customers are classified 

into four groups based on their 

purchase behaviors. On this basis, 

different CRM strategies are brought 

forward to gain a high level of 

customer satisfaction. The 

improvement results of some key 

performance indices are given in brief 

as follows. The number of active 

customers has grown by 529. The total 

purchase volume has increased by 

279%, and the total consumption 

amount has increased by 101.97%. 

 

Future Study: Explore embedding  

algorithm into the CRM system to 

support managers’ decision making is a 

good way to help for performance 

improvement 
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2.4 Summary 

The review of research work in customer segmentation underscores the significance 

of the RFM analysis and the K-Means Clustering unsupervised machine learning algorithm. 

In most of the studies, either these vanilla methodologies are utilized or their variants are 

productively deployed to improve the performance of the customer clustering. Silhouette 

Analysis is used to measure the cohesiveness of the clusters and the Elbow method is used to 

predict the initial value of K in the K-means algorithm.PCA & ANN Algorithms are used to 

reduce the dimensions of the large datasets, before applying the K-means algorithm. To track 

customer retention, metrics like CLV and Churn Rate are used as well. All these 

methodologies help the companies to design their campaign strategies for customers 

segmented by the Clusters and increase their profits. 
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CHAPTER III:  

METHODOLOGY 

3.1 Description of Dataset 

 

This analysis uses a dataset from Online Retail platforms, mostly from UK, and 

contains actual transactions between Dec 1, 2010, and Dec 9, 2011.These transactions are 

collected from registered non-store online retail platforms selling unique all-occasion gifts 

and many customers of these platforms are wholesalers.  

 

This dataset has 532610 records and is downloaded from the UCI link: 

http://archive.ics.uci.edu/ml/datasets/online+retail.  
 

Description of the Dataset Attributes are as follows : 

• Invoice No: This data attribute indicates the invoice numbers. It is a six-digit 

integer number. The records are uniquely assigned for each transaction. If the 

invoice number starts with the letter ‘c’, then it indicates a cancellation. 

• StockCode: This data attribute indicates the product (item) code. It is a five-

digit integer number. All the item codes are uniquely assigned to each distinct 

product. 

• Description: This data attribute contains the description of the item. 

• Quantity: This data attribute contains the quantities for each product per 

transaction. The data is in a numeric format. 

• InvoiceDate: The data attribute contains the invoice date and time. It indicates 

the day and time when each transaction was generated. 

• UnitPrice: The price indicates the product price per unit in sterling. 

• CustomerID: This column has the customer identification number. It is a five-

digit integer number uniquely assigned to each customer. 

http://archive.ics.uci.edu/ml/datasets/online+retail
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• Country: This column contains the geographic information about the 

customer. It records the country name of the customers. 

 

To begin with, a baseline approach is built to implement a basic model for customer 

segmentation application. Eventually, this baseline approach will be improved. 
To implement the customer segmentation model, the implementation methodology will have 

the following steps: 

• Data preparation 

• Exploratory data analysis ( EDA) 

• Generating customer categories 

• Classifying customers 

 

3.2 Data Preparation 

This is a basic step to build any analytics application. First, it’s important to validate 

that the format of the data is in an appropriate form. If it is not, then there’s a need to prepare 

the dataset in such a way that the application can be easily built. In this step, it’s important to 

figure out whether the dataset is of good quality. Some basic facts about the dataset could 

also be established. Luckily,  the format of the e-commerce dataset doesn’t need any change, 

but further exploration of the dataset is needed in such a way that the quality of the dataset 

could be ascertained. If the format of the dataset is not proper then there’s a need to decide 

the format of the dataset in such a way that any kind of analysis can be performed using the 

dataset. Data records can be converted to either CSV or JSON or XML format. Besides, 

general facts about the dataset can be derived, such as whether the dataset is biased or not, 

whether the dataset contains any null values, the mapping of the customers with 

Customer_ID is proper or not, whether their purchases are properly recorded in the dataset or 

not, and so on. To Load the dataset, the pandas read_csv API is used (refer Figure 1) 
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Figure 1 Load the dataset, the pandas read_csv API 

 

The dimensions of the dataset are (541909,8). This means that there are 541,909 

records in the dataset and eight data attributes, explained in the previous section. 
 

3.3  Exploratory Data Analysis ( EDA ) 

In EDA, validation of the statistical properties of the dataset is made, and the 

following preprocessing steps are performed: 

• Removing null data entries 

• Removing duplicate data entries 

• EDA for various data attributes 
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3.3.1 Removing null data entries 

First, there’s a need to validate the data type of each of the attributes as well as find out 

which column has a null value. (refer Figure 2) 

 

 
Figure 2 Validate the attributes and remove the null values 

The above code generates the total number of null values for each data attribute. Also, 

the code generates the percentage of null values for each data attribute. Apparently, for the 

CustomerID column, there are ~25% of data entries that are null. That means that there is no 

CustomerID value available for ~25% of the dataset. This indicates that many entries do not 

belong to any customer. They are abended data entries and cannot be mapped to the existing 

CustomerIDs. In the sequel to this, these data entries have to be deleted. For code snippet on 

deleting null data entries from the dataset (refer Figure 3): 
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Figure 3 Deleting null entries 

 

3.3.2 Removing duplicate data entries 

The presence of duplicate data entries in the dataset is validated and the pandas 

duplicate() function will be used to verify this (refer Figure 4). There are 5,225 duplicate data 

entries in the dataset. Therefore, we have removed them. 

 

 
Figure 4 Validating null entries 

 

3.3.3 EDA for various data attributes 

EDA for each data attribute will provide more insight into the dataset. Later on, these 

facts will be used to build an accurate customer segmentation application. 

Exploration of the data attributes will be done in the following order : 
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• Country 

• Customer and Products 

• Product Categories 

• Defining product categories 

 

3.3.4 Analysis of the Country 

There’s a need to find out facts such as how many countries there are in our dataset. 

To answer this question, the following code is executed (refer Figure 5): 

 

 
Figure 5 Exploring data attribute: country 

 

Further, there’s also a need to find the country from which we receive the maximum 

number of orders, which could be retrieved by using the pandas groupby() and count() 

functions and sort the number of orders in descending order (refer Figure 6). 
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Figure 6 Exploring data attribute: country for the orders received 

Preceding code snippet underscores that there is a majority of orders from UK-based 

customers. Next, I need to explore the customer and product variables. 

 

3.3.5 Analysis of the Customer and products 

There are approximately 400,000 data items and there’s a need to find the count of 

users & products that are present in these records. The value_counts() function will be used 

from the pandas library (refer Figure 7). 

 

 
Figure 7 Exploring data attribute: customers and products 

 

This dataset contains the records of 4372 customers who purchased 3684 different 

products and the total number of records is 22,190. Closely related to this is the question of 

how many products have been purchased for each transaction. To answer this question, the 
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InvoiceNo and InvoiceDate data attributes are used to compute the number of products 

purchased for every transaction (refer Figure 8). 

 
Figure 8 Exploring data attribute: invoice number and invoice date 

 

Some users have made a purchase only once on the e-commerce platform and bought 

one item. An example of this kind of user is CustomerID 12346. Some users frequently buy a 

large number of items per order. An example of this kind of user is CustomerID 12347. In the 

InvoiceNo data attribute, there is a prefix ‘C’ for one invoice, which indicates that the 

particular transaction has been canceled.  

 

In keeping with the 3rd observation, the count of the number of records pertinent to the 

canceled orders is made using a lambda expression and compute the percentage of canceled 

orders (refer Figure 9). 
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Figure 9 Analysis of cancelled orders 

 

The following list of some of the canceled order entries helps to find out how to 

handle them (refer Figure 10). 

 

 
Figure 10 Analysis of cancelled orders 
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If the order is canceled, then there is another transaction that will mostly have an 

identical transaction except for the quantity and invoice date. First, validation of all the 

entries in the dataset should be made. The checking operation can be done using a simple 

logic – the canceled order has a negative quantity, so validation should be made on whether 

there is an order entry with the same description and the same quantity. There are some 

discount entries as well, which are to be handled by discarding the discount entries (refer 

Figure 11). 

 
Figure 11 Analysis of discount entries 

 

The presence of a 'Discount' entry leads to the failure of the initial hypothesis –

Therefore, the hypothesis is checked again, by dropping the 'Discount' entries (refer Figure 

12). 
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Figure 12 Dropping discount entries 

  

The above results underscore that the initial hypothesis is not verified. Therefore, 

cancellations may not have orders made beforehand. The preceding code confirms that there 

are no similar entries present in our dataset for all canceled transactions. To circumvent this 

situation, a new entity is created in the dataframe, which indicates whether the transaction is 

canceled or not. There are three possibilities for canceled orders : 

Some transactions were canceled without corresponding orders, probably because the 

orders were made before December 2010. The available dataset is from December 2010 to 

December 2011. 

Some orders were canceled with exactly one counterpart and there’s a need to 

consider them as well. Some entries are doubtful and validation should be made to check 

whether there is at least one counterpart with the same quantity available. If available, then 

those entries are marked as doubtful. 
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Figure 13 Analysis of cancelled entries (1) 

 

 
Figure 14 Analysis of cancelled entries (2) 

 

The preceding figure underscores that 7,521 entries show the canceled orders with 

their counterpart. 1,226 entries show canceled orders without their counterpart. For the sake 

of simplicity, all the entries related to the canceled orders are deleted. Code snippet for 

deleting these entries is appended herewith (refer Figure 15) : 
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Figure 15 Deletion of cancelled entries 

 

3.3.6 Analysis of the Stock Code 

Now analysis of the entries based on the stock code is required because, during the 

identification of the canceled order, discount items based on the stock code D are discovered. 

So first of all, stock codes and their meaning are listed (refer Figure 16). 

 

 
Figure 16 Analysis of  stock codes 

 

Let’s focus on the pricing of the individual order. In the given dataset, the order from 

a single customer has been split into several lines. Each entry in our dataset indicates the 

price for a single kind of product. If the order including different products is placed by a 
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single customer, then there are multiple entries for that particular order. The number of data 

entries depends on how many different products that order has. I need to obtain the total price 

for each order. To achieve that, I will add a column named TotalPrice, which gives us the 

total value of the order or the basket price for a single order. The main logic for deriving 

TotalPrice is that we are multiplying UnitPrice with the net quantity. We obtain the net 

quantity by deducting the canceled quantity from the total quantity (refer Figure 17). 

 

 
Figure 17 Derivation of the column: TotalPrice 

 

Once the total price is obtained, the sum for individual orders is generated, and then 

the entries based on the invoice data are grouped. Only those data entries that have a basket 

price greater than 0 are listed (refer Figure 18). 
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Figure 18 Derivation of the Basket Price 

 

In the sequel to this, an idea emanates about the distribution of the orders’ amounts 

for the given dataset. In keeping with the prices for all the orders present in the dataset, the 

ranges are determined. This helps to derive the number of orders in the dataset that are above 

200 GBP. This also helps to identify the number of orders that are below 100 GBP. This kind 

of information helps to derive the data distribution based on the number of orders. This helps 

to visualize a basic picture of the sales on the e-commerce platform. The code snippet for 

generating the data distribution based on the orders’ amounts is displayed in the following 

(refer Figure 19): 
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Figure 19 Distribution of order amounts (1) 

 

 
Figure 20 Distribution of order amounts (2) 

 

Apparently, approximately 65% of the orders are above 200 GBP. 

  

3.3.7 Product Categories 

The EDA of the product-related data attribute is initiated, which will entail the 

following kinds of analysis : 
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• Analyzing the product description 

• Defining the product categories 

• Characterizing the content clusters 

Two data attributes are used: StockCode which contains a Unique ID for each product 

and a Description to group the products into different categories. To begin with, the product 

description is considered. 

First, the function will take the dataframe as an input, and then, the following 

operations are performed : 

• Extract names(nouns) from the product description. 

• Generate the root form of the extracted names - store it as the key and all 

associated names as its value. A stemmer from the NLTK library will be used 

for this step, which generates the root form of the words by removing the 

suffixes and prefixes. 

• Count the frequency of the roots of the names 

 

If various names have the same root, then the root form will be considered as the 

keyword tag (refer Figure 21). 

 

 
Figure 21 Extract names(nouns) from the product description 

 

This function is called to feed the dataframe as an input and generate the keywords – 

Appended code snippet explains this step : 
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Figure 22 Generation of keywords (1) 

 

 
Figure 23 Generation of keywords (2) 

 

Three variables are returned: 

• Keyword: This is the list of extracted names 

• Keywords_roots: This is a repository where the keys are the root of the name 

and values are the list of names pertinent to the root name 

• Count_keywords: This is a dictionary that keeps track of the frequency of each 

name. The count indicates the number of times a particular name appeared in 

the description. This dictionary will be converted to a list eventually. 

The following code snippet is used to plot the keywords versus their frequency 

graphs: 

 



 
 

44 

 
Figure 24 Graph of keywords and frequency 

 

The preceding figure underscores that the word heart has appeared the maximum 

number of times in the product description – this word frequency is used to categorize 

products.  

 

3.3.8 Defining product categories 

The most recurring names have appeared in more than 200 products and more than 

1400 words are obtained – However, less important words such as names of colors will be 

discarded and only those words that appear in the dataset more than 13 times will be retained. 

The following code snippet achieves this effect: 
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Figure 25 Derivation of product categories (1) 

These keywords are used to create groups of products – To achieve this, a matrix X is 

defined as: 

 

 
Figure 26 Derivation of product categories (2) 

 

 
Figure 27 Derivation of product categories (3) 

 

The matrix X is developed using the one-hot-encoding principle and implies the 

presence of words in the description of the products.  
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In the sequel to this, groups for the products are created based on the price range – To 

this end, the keyword list that is generated will be used, validate if the product description has 

the words that are present in the keywords, and take the mean value of the UnitPrice (refer 

Figure 28). 

 

 
Figure 28 Price ranges for products 

 

Using k-means clustering algorithm, the clusters of the products are created. The 

scikit-learn library is used to implement the K-means clustering algorithm. The algorithm 

from scikit-learn uses Euclidean distance, which is not the best choice in the case of 

categorical variables. Instead, Hamming distance should be used and the most suitable library 
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for that is kmods, but this library is not available for all operating systems, so the only 

fallback option is to use the scikit-learn library. The number of clusters is defined that can 

represent the data perfectly and then silhouette score is used. The silhouette coefficient is 

computed using two parameters: The first is the mean intra-cluster distance (a) and the 

second is the mean nearest-cluster distance (b) for each sample in the dataset. The equation is 

: (b – a ) / max( a , b). The b indicates the distance between a sample and the nearest cluster 

that the sample is not a part of. This score works if the number of labels is 2<= n_labels <= 

n_samples – 1. The best possible value for this score is 1, and the worst value is -1. Value 0 

shows that clusters have overlapped. Negative values indicate that sample has been assigned 

to the wrong cluster. The following code snippet achieves the choice of an ideal number of 

clusters using silhouette score: 

 

 
Figure 29 Analysis of cluster count using silhouette score 

 

The code is implemented using scikit-learn API. Apparently, beyond five clusters, a 

cluster may contain minimal products, so the products are categorized into five clusters. An 

attempt is made to increase the value of the silhouette score by iterating through the dataset 

and the appended code snippet achieves this effect: 
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Figure 30 Characterizing the content of clusters 

 

Further analysis of the properties of the product clusters entails the following steps : 

• Silhouette intra-cluster score analysis 

• Analysis using a word cloud 

• Principal component analysis ( PCA ) 

 

Before embarking on this process, I need to verify the number of products in each 

cluster and the following code snippet achieves this effect: 

 

 
Figure 31 Analysis of number of products in each cluster 

 

3.3.9 Silhouette intra-cluster score analysis 

An in-depth analysis of these five clusters and their elements is made. First, the 

silhouette intra-cluster score analysis is initiated, wherein the intra-cluster score for each 

element will be examined and sort the scores. After sorting, a graph will be drawn to 
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represent the silhouette coefficient value on the x-axis and the cluster label on the y-axis. 

Silhouette intra-cluster scores are generated for all samples to build this graph so that an 

optimal value for n_clusters could be chosen. The Clusters are represented pictorially for an 

ideal choice of n_clusters = 5 in keeping with the intra-cluster score generated earlier.  

 

 
Figure 32 Silhouette intra-cluster score analysis (1) 

 

After executing and calling this function, the graph displayed is shown in the 

appended screenshot: 
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Figure 33 Silhouette intra-cluster score analysis (2) 

3.3.10 Analysis using a word cloud 

Analysis of the clusters based on the keywords is made and check what words each 

cluster has. For this analysis, the word cloud library will be used. In these clusters, a similar 

kind of product belongs to one cluster. Visualizing the words for the entire cluster will help in 

concluding if the clusters have similar kinds of products or not. Graphs are generated that are 

intuitive enough to judge the accuracy of clustering. To get an overall view of the cluster 

contents, the most frequently occurring keywords in each of them is determined in the 

following code snippet: 

 

 
Figure 34 Analysis using a word cloud (1) 

 

The appended screenshot has the code snippet for generating the word cloud graphs: 
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Figure 35  Analysis using a word cloud (2) 

 

 
Figure 36 Analysis using a word cloud (3) 

From the preceding graphs, the conclusion of the following points can be drawn: 

o Cluster number 2 contains all the words related to gifts, such as Christmas, 

packaging, gift, cards, and so on. 

o Cluster number 4 contains all the words related to items of luxury. So, words 

such as silver, lace, and so on are present in this cluster. 

o Some words are present in every cluster, so it is difficult to differentiate them. 
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3.3.11 Principal component analysis (PCA) 

To validate whether all the clusters have truly distinct values, the composition of the 

clusters should be considered. The one-hot encoded matrix of the keywords has a large 

number of dimensions or a large number of variables. There may be a situation where 

because of the large number of variables, our clustering algorithm may over-fit the dataset. 

First of all, there’s a need to reduce the number of variables, but this cannot be done 

randomly. The most important variables that can represent most of the characteristics of the 

dataset must be selected. The procedure for reducing the number of variables logically is 

called dimensionality reduction. To achieve this, PCA is used, which is a statistical technique 

in which we will perform the orthogonal transformation to convert a highly correlated set of 

data samples into a set of linearly uncorrelated variables, and these variables are referred to as 

principal components. So basically, the PCA technique is used to reduce the number of 

variables that are considered so far. PCA technique will help reduce the dimensions and 

avoid the over-fitting issue. 

 

 
Figure 37 Principal component analysis (1) 
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Figure 38 Principal component analysis (2) 

In the preceding code, validation is done for the amount of variance explained by each 

component. To explain 90% of the variance in our dataset, more than 100 components are 

required. However, to visualize the data, only a limited number of components are needed. 

 

 
Figure 39 Principal component analysis (3) 

 

 
Figure 40 Principal component analysis (4) 

 

The output of the preceding code is in form of graphs appended herewith: 
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Figure 41 Principal component analysis (5) 

 

This completes the EDA to generate a basic insight into the dataset. In the sequel to 

this, the process of building customer categories or customer segmentation will be embarked 

upon. 
 

3.4 Achieving Research Goals 

The first goal is to develop customer segmentation and from this point onward, the 

focus will be mainly on how we can come up with customer segmentation. So far, analysis of 

orders, products, prices, and so on have been done, and going forward, the main focus would 

be on generating customer categories based on the insights from the EDA process. 

Following are the steps for developing the customer categories: 

Formatting data: 

• Grouping products 

• Splitting the dataset 

• Grouping orders 

Creating customer categories: 

• Data encoding 

• Generating customer categories 
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Primarily, to achieve the first goal of customer segmentation, the RFM Analysis 

(Recency, Frequency, Monetary) will be performed using the K-Means, PCA, and Silhouette 

algorithms. In the sequel to this, the behavior of the customer of each segment will be 

obtained, and items in keeping with these characteristics could be recommended. A 

marketing campaign based on these generated facts could be designed. 

The second goal of this research is to build a Classifier that will segregate the 

customers into different customer segments established earlier. On the first visit of the 

customer to the platform, the Classifier should generate this classification result. To 

implement this kind of functionality, various supervised machine learning algorithms will be 

used. The scikit-learn API will be utilized in this implementation. 

To develop the baseline classifier, the following steps will be performed: 

• Defining the helper functions 

• Splitting the data into training and testing 

• Implementing the Machine Learning Algorithm 

For the baseline approach, the Support Vector Machine (SVM ) classifier will be 

implemented, using the helper functions. The baseline model will be tested using the 

following approaches: 

• Generating the accuracy score for the classifier 

• Generating the confusion matrix for the classifier 

• Generating the learning curve for the classifier 

Finally, this research will attempt to optimize the baseline approach using the 

following strategies: 

Explore the scope for improvement by increasing the Accuracy of the Classifier 

Try other ML algorithms to compare their results –Build a voting mechanism, should 

there be a need. Basically, in the revised approach, various ML algorithms will be tried out to 

finalize the algorithm to be used. Primarily, six algorithms will be implemented in the revised 

approach : 

• Logistic regression 

• K-nearest neighbor 



 
 

56 

• Decision tree 

• Random Forest 

• Adaboost classifier 

• Gradient boosting classifier 

In keeping with the precision score of all the preceding algorithms, a decision will be 

made which algorithm can be used and which can’t be used. The classifier model that will be 

generated in this revised approach should provide the best possible accuracy. 

 

 

3.5 Summary 

This Research will help develop a customer segmentation model based on the buying 

behavior of the customers. To achieve this, various ML algorithms are used, such as SVM, 

linear regression, decision tree, random forest, gradient boosting, etc. The accuracy of the 

classifier is further improved in the sequel to the usage of multiple algorithms. 
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Figure 42 Pictorial Representation of Methodology 
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CHAPTER IV:  

ANALYSIS 

4.1 Introduction 

The focus of this analysis is to develop customer segmentation using the RFM model, 

in keeping with the insights derived during the EDA for the Orders, Products, Prices, etc. 

This helps to fulfill the first goal of this thesis. To fulfill the second goal of the thesis, this 

analysis will be further progressed to build a classifier that will classify customers into 

different customer segments that were established in the first part of the analysis. Over and 

above, the classifier should accurately generate the classification result when the customer 

visits the platform for the first time.  

 

4.2 Generating customer categories 

The following process will be adopted to develop the customer categories : 

• Formatting data: 

• Grouping products 

• Splitting the dataset 

• Grouping orders 

• Creating customer categories: 

• Data encoding 

• Generating customer categories 

 

4.2.1 Formatting Data  

Using the five clusters, list of keywords, matrices of products generated during the 

EDA, a new categorical variable named categ_product will be generated to indicate the 

cluster of each product (refer Figure 43). 
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Figure 43 Defining Product Categories 

The new variable indicates the cluster number for each data entry, using which 

products will be grouped. Product grouping helps to reveal the amount spent on each product 

category. To achieve this effect, five new variables are added: categ_0,categ_1, 

categ_2,categ_3, categ_4 , and the Figure 44 illustrates the code snippet : 

 

 
Figure 44 Defining Product Categories for amount spent 

A couple of additional variables: FirstPurchase, LastPurchase are generated to signify 

the number of elapsed days since the last purchase and the first purchase (refer Figure 45). 
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Figure 45 Deriving Last and Fisrt Purchase 

 

In this step, the new dataframe: basket_price provides much-needed insight into the 

basket price for each order and the price distribution over the five clusters is also apparent. 

This step helps establish the monetary aspect of the RFM model. 

 

The next steps in this analysis will entail splitting the dataset basket_price, which has 

data entries for the last 12 months, into the training dataset having 10 month’s data entries 

and the testing dataset having 2 month’s data entries. The following code snippet illustrates 

this step : 
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Figure 46 Splitting the dataset into Training and Testing 

 

Splitting the dataframe at this stage helps the usage of the new dataframe, while we 

can use the train and test dataset later. 

 

This analysis will further merge the customers and their orders to provide insights into 

the number of orders placed by the customers and this helps establish the frequency aspect of 

the RFM model (refer Figure 47). 

 

 
Figure 47 Deriving the frequency of orders placed by customers 

 

This code invariably generates the minimum order amount, the maximum order 

amount, and the mean order amount. 

 

Finally, to establish the recency aspect of the RFM model, a couple of new variables 

are generated to signify the number of elapsed days since the last purchase and the first 
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purchase. These variables are FirstPurchase and LastPurchase – Following code snippet 

underscores the usage of these variables: 

 

 
Figure 48 Deriving the Fist and Last Purchase 

 

The customer categories which are of interest are the ones that make only one order 

so that these customers could be targetted appropriately to retain them. The following code 

snippet helps reveal the data for the number of customers that belong to this category: 

 

 
Figure 49 Deriving Customer Category with only one order 

 

It’s apparent from the above code snippet that 40% of the customer base has placed 

only one order, and the marketing strategies should be designed to retain them on the online 

platform. 
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4.2.2 Creating customer categories 

This section of the analysis will entail the generation of the customer segmentation, in 

keeping with the RFM analysis of the customer’s purchase pattern. Essentially, this analysis 

will entail a couple of steps: Data Encoding and Generating customer categories or customer 

segmentation. 

A Dataframe will be generated to contain the summary of all operations performed so 

far. Each record of this dataframe is associated with a single client, which will be used to 

characterize various types of customers. 

 

The generated Dataframe has different variables having different ranges and 

variations – As such, a matrix will be generated to standardize these data entries. The 

appended code snippet explains this step: 

 

 
Figure 50 Standardization of Data Entries 

 

Before creating customer segmentation, a base of important variables should be 

created. To achieve this, the principal component analysis will be used to describe the 

customer segmentation accurately. The following code snippet explains the usage of PCA to 

this end: 
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Figure 51 Deriving the Principal Components(1) 
 

 
Figure 52 Deriving the Principal Components(2) 

This underscores eight principal components. The next steps entail the generation of 

customer segmentation using the k-means clustering algorithm. The number of clusters will 

be derived using the Silhouette score. The appended code snippet underscores the derivation 

of 11 Clusters using the Silhouette Score method: 

 



 
 

65 

 
Figure 53 Deriving the Clusters using Silhoutte score 

The above code snippet reflects the number of customers in each cluster and also 

underscores the fact that there is a large difference in the size of the segmentation – As such, 

there’s a need for further analysis of the cluster components using PCA. The following code 

snippet illustrates this step and the graphical representation: 

 

 
Figure 54 Analysis of Cluster Components (1) 
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Figure 55 Analysis of Cluster Components (2) 
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Figure 56 Analysis of Cluster Components (3) 

 

 
Figure 57 Analysis of Cluster Components (4) 

 

It’s worthwhile to note that, the first component separates the tinniest cluster from the 

rest – As such, for this dataset, we can say that there will always be a representation in which 

two segments will appear to be distinct. 
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To further this analysis, a silhouette score for each cluster will be generated, which 

will underscore the quality of the separation of data samples. The code snippet is appended to 

this end: 

 

 
Figure 58 Silhoutte Scores of each cluster 
 

Preceding graphs underscores that the clusters are disjointed. However, to figure out 

more about the behavior of the customers of each cluster, new variables will be added to 

define the cluster to which each customer belongs. To achieve this, a new dataframe : 

selected_customers will be generated, and its content will be averaged to provide the average 

basket price, total visits, and so on.  

The appended code snippet illustrates this step: 
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Figure 59 Generation of the new dataframe : selected_customers (1) 

 

 
Figure 60 Generation of the new dataframe : selected_customers (2) 
 

Now, the content of the dataframe will be reorganized, mindful of the following aspects: 

• Data reorganization should be done in keeping with the amount spent in each 

product category. 

• In the sequel to step 1 above, Data reorganization should be done in keeping 

with the total amount spent. 

 

Below code snippet explains the above implementation : 

 

 
Figure 61 Data reorganization based on amount spent on each product category (1) 
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Figure 62 Data reorganization based on amount spent on each product category (2) 

 

This helps to establish the behavior of the customer for each segment – in keeping 

with these characteristics, items could be recommended and desired marketing campaign 

could be designed as well. For instance, a particular marketing strategy could be applied to 

the customers who belong to clusters 4 and 8. Premium products could be recommended to 

the cluster 1 clients. It’s also worthwhile to observe that the first 5 clusters correspond to a 

strong dominance of purchases in a particular category of products. Other clusters are 

differentiated by either basket averages (mean ), or the total sum spent by the clients ( sum ), 

or the total number of visits made ( count ). 

Until this stage, the first goal of this thesis is achieved, and hereafter, the necessary 

analysis will be done to achieve the second goal of the thesis. 

 

4.3 Classifying Customers 

To fulfill the second goal of the thesis, a classifier will be build to classify the 

customers into different customer segments established in section 4.2. Further, this classifier 

should be in a position to generate this classification result when the customer visits the 

online platform for the first time. To implement such functionality, several supervised 
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machine learning algorithms and scikit-learn API will be used. The following steps will be 

performed to develop a baseline classifier : 

• Defining the helper functions 

• Splitting the data into training and testing 

• Implementing the Machine Learning algorithm. 

 

4.3.1 Helper Function Definition 

A class: class_fit is defined to implement the following functions : 

• The train function helps to train the model. 

• The predict function helps to predict the result for the test dataset or the new 

data sample. 

• The grid_search function helps to figure out appropriate hyperparameters and 

the value of cross-validation(CV) folds. 

• The grid_fit function helps to train the model using cross-validation and 

generate the optimal hyperparameters. 

• The grid_predict function helps to generate prediction as well as the accuracy 

score. 

The appended is the code snippet to this end : 
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Figure 63 Definition of the Class_Fit (1) 

4.3.2 Splitting the data into training and testing 

Data stored in the dataset selected_customers will be split into train and test data, as 

underscored in the appended code snippet : 

 
Figure 64 Definition of the Class_Fit (2) 

The Prediction will be made for the Cluster Number for the New Customer, which is 

stored in the variable Y, and the columns such as mean, categ_0 to categ_4 which are input 

features for the ML model are stored in the variable x. This data is split into training and 

testing in the proportion 80% and 20% respectively, which is explained by the appended code 

snippet : 
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Figure 65 Splitting the dataset into training and testing subsets 

These training and testing datasets will be used to implement the ML algorithms. 

 

4.3.3 Implementing the Machine Learning (ML) algorithm 

For the baseline approach, the Support Vector Machine(SVM) classifier will be 

implemented, using the helper functions defined in the class class_fit. This is illustrated 

through the code snippet appended herewith: 

 
Figure 66 Defining the SVM Classifier 

It is apparent from this code snippet that, svc is an instance of the class class_fit and 

linear SVC is used. The method grid_search of the class class_fit is used to search optimal 

hyperparameters as well as obtain the number of CV folds. Further, the method grid_fit of the 

class class_fit is used to train the ML model using the training dataset. 

 

This completes the implementation of the baseline approach and hereafter, the result 

will be tested. The confusion matrix and the learning curve will be used to evaluate the ML 

models. 

 

4.4.4 Testing the result of the baseline approach 

The baseline model will be tested using the following approaches: 

• Generating the accuracy score for the classifier 

• Generating the confusion matrix for the classifier 

• Generating the learning curve for the classifier 
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4.3.5 Generating the accuracy score for the classifier 

The method grid_predict is used to generate the accuracy score for testing the dataset. 

The code snippet appended herewith will check the accuracy of the SVM algorithm: 

 

 
Figure 67 Deriving the accuracy score 

The precision score for the baseline approach is 79.50% and the quality of the 

prediction will be evaluated using a confusion matrix. 

 

4.3.6 Generating the confusion matrix for the classifier  

The generated confusion matrix provides an insight into which class is classified 

correctly and which classes have been misclassified the data most of the time. The following 

code snippet explains this implementation, wherein the confusion_matrix API for sklearn is 

used: 

 
Figure 68 Defining the function for confusion matrix 
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Using the above method: plot_confusion_matrix, the confusion matrix is generated : 

 

 
Figure 69 Generating the confusion matrix (1) 

 

 
Figure 70 Generating the confusion matrix (2) 

 

It’s apparent from the confusion matrix that, the classifier could classify the data into 

the class labels 0, 2, 3, 6, 9 accurately, whereas for the class labels 1, 4, 5, 7, 8, 10, the 

classifier is not performing so well. 

 

4.3.7 Generating the learning curve for the classifier 

A learning curve signifies whether the classifier is facing the over-fitting or under-

fitting issue. The method plot_learning_curve is used to draw the learning curve for the 

classifier. The following is the code snippet to this end: 
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Figure 71 Defining the function for the learning curve 

Using the above method, the learning curve of the SVC classifier is represented 

below: 

 

 
Figure 72 Generating the learning curve 

It’s apparent from this visual representation that, the CV curve converges at the same 

limit as the sample size is increased. This means that the classifier has low variance and not 

suffering from over-fitting. Variance is the value that indicates how much the target function 

will change if a different training dataset is provided. Ideally, the value of the target function 

is derived from the training dataset by Machine Learning Algorithm, however, the value of 
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the estimated function should not change too much if another training dataset is used. Minor 

change ( minor variance) in the estimated function is expected. Here, the accuracy score has a 

low bias, which means the model is not facing the under-fitting issue either. 

 

4.4 Summary 

The baseline approach has few inherent problems and there’s a need to optimize the 

current approach. The problems are as follows : 

• The precision score is low and there’s scope for improvement. A Voting 

mechanism could be built, should there be a need. 

• There’s a need to try other ML algorithms so that the results can be compared. 

• In the revised approach, there’s a need to try out various ML algorithms so 

that relevant algorithm could be selected. 
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CHAPTER V:  

RESULTS AND EVALUATION 

5.1 Introduction 

In this section, all the problems will be taken into consideration and a new approach 

will be adopted to increase the accuracy of the classifier. As underscored in section 4.4, 

there’s a need to implement other ML algorithms. In the revised approach, the following 

algorithms will be implemented: 

• Logistic regression 

• K-nearest neighbor 

• Decision tree 

• Random forest 

• Adaboost classifier 

• Gradient boosting classifier 

In keeping with the precision score of all the preceding algorithms, a decision could 

be made on the algorithm best suited towards the fulfillment of the thesis goals. 

 

5.2  Building the revised approach 

In this section, various ML algorithms will be implemented, check their precision 

score, and monitor their learning curve. There is a total of six ML algorithms that will be 

used to identify which one is best suited for the current application.  

 

To implement the ML algorithms: logistic regression, K-nearest neighbor, decision 

tree, random forest, Adaboost, and gradient descent, the helper class developed earlier will be 

used. 

The following is the code snippet to this end: 
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Figure 73 Logistic Regression learning curves 

 

 
Figure 74 Nearest K-Neighbours learning curves 
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Figure 75 Decision Tree learning curves 

 

 
Figure 76 Random Forest learning curves 
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Figure 77 AdaBoost learning curves 

 

 
Figure 78 Gradient Boosting learning curves 

It’s apparent from the generated precision scores of the classifiers that, random forest 

and gradient-boosting classifiers have the greatest precision. However, the learning curves of 
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the classifiers underscore that all the classifiers are trained appropriately and there’s no 

under-fitting / over-fitting issue, as the scores are improving with the increase in the data size. 

 

5.3 Problems with the revised approach 

The major problem with this approach is that a decision has to be made concerning 

the algorithm to be used for this application – To this end, the Adaboost classifier will be 

discarded as its precision score is too low. 

Over and above, there’s no single classifier that works well for all class labels. There 

may be a classifier that works well for class label 0, whereas another may work well for class 

label 8. I believe, no other classifier should be discarded and a voting mechanism should be 

developed instead. More precisely, there’s a need to develop an ensemble model to improve 

the quality and accuracy of the prediction. 

 

5.4 The Best approach 

To improve the revised approach, a voting mechanism will be used using the voting 

classifier APIs of scikit-learn. To this end, the grid-searching will be used to generate 

appropriate hyperparameters for each classifier. Thereafter, voting-classifier APIs of scikit-

learn will be used to train the model. The classifier model that will be generated in this 

approach should provide the best possible accuracy. The benefit of an ensemble classifier like 

a voting classifier is that no single classifier can perfectly classify all the samples and a 

combination of classifiers provide more accuracy because the problem with one classifier can 

be overcome by another classifier. 

 

5.4.1 Implementing the best approach 

The grid search is used to obtain the best possible hyperparameters, followed by usage 

of voting classifier API. The appended is the code snippet to this end: 
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Figure 79 Adjusting classifier parameter 

 

 
Figure 80 Merging the results of various classifiers 

 

 
Figure 81 Training the classifier 

 

 
Figure 82 Creating prediction for the model 

 

This approach provides 90% precision and we need to test this approach to hold out a 

corpus of two months to figure out the performance of the voting classifier on the unseen 

dataset. 

 

5.4.2 Testing the best approach 

The ML model is tested on 20% of the dataset, which is put aside before even starting 

the training. For training, 10 months dataset is considered and it’s time to test the model on 

the hold-out corpus. The hold-out corpus consists of 2 months of data entries. The following 

are the steps in implementation: 

• Transforming the hold-out corpus in the form of the training dataset 

• Converting the transformed dataset into a matrix form 

• Generating the predictions 
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In keeping with the above steps, there’s a need to convert the data that resides in the 

set_test dataframe in the form of the training dataset. To achieve this, a copy of the new 

dataframe named basket_price will be stored. Finally, the user characteristics are generated 

with the help of the same operation performed for the baseline approach. The transformed 

dataset will be stored in the dataframe : transactions_per_user.  

 

 
Figure 83 Transforming the hold-out corpus 

There’s a need to convert the transformed dataset into the matrix format, as the 

classifiers take the matrix as an input. The following is the code snippet to this end: 

 
Figure 84 Converting the transformed dataset 

The precision score will be generated using the voting classifiers. The following code 

snippet helps generate the prediction for the test dataset: 
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Figure 85 Generating predictions 

 

5.5 Summary 

Using the best approach method, an accuracy of  76% could be achieved on the hold-

out corpus. This is an improvement over the baseline approach and it’s worthwhile to note 

that, this is achieved using just 10 months of data to build this model. By using 10 months 

dataset, the best possible accuracy could be achieved for this domain. The results could be 

further improved if more data records are considered. 
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CHAPTER VI:  

SUMMARY, IMPLICATIONS, AND RECOMMENDATIONS 

6.1  Introduction 

In this thesis, customer segmentation is developed in keeping with the behavior of the 

customers. To this end, various algorithms are used viz; SVM, linear regression, decision 

tree, random forest, gradient boosting, voting-based models. The best accuracy could be 

achieved by using the voting-based model. 

 

6.2 Discussion & Conclusion 

This thesis has twofold goals:  

• To segregate the customers into distinct segments using RFM analysis  

• To build a classifier to classify the customers into different customer segments 

established in the first goal and generate this classification result when the 

customer visits the online platform for the first time. 

 

The first goal is achieved by creating clusters of customers using the K-means 

clustering algorithm and the contents of the clusters are further characterized using Silhouette 

intra-cluster-score analysis, Analysis using word cloud, Principal component 

analysis(PCA).In keeping with this EDA, the RFM behavior of the customers is derived for 

each cluster, using which items could be recommended and the marketing campaigns could 

be designed. 

 

The second goal is achieved through the usage of supervised machine learning 

algorithms. A baseline approach to build the classifier using the SVM algorithm resulted in a 

low precision score. A revised approach is designed to improve the accuracy score by 

comparing the precision scores of the machine learning algorithms: Logistic regression, K-

nearest neighbor, Decision tree, Random forest, Adaboost classifier, Gradient boosting 

classifier. Albeit, none of these classifiers have under-fitting or over-fitting issues, the major 
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problem in the revised approach is to decide which algorithm should be used and there’s no 

single classifier that seems to work well for all class labels. This mandates usage of a voting 

classifier which is an ensemble machine learning model which helps to combine various 

classifiers to generate higher accuracy. The best approach emanated with the usage of the 

voting classifier which generated an accuracy of 76% using 10 months of data to build this 

model. The accuracy could be further improved by using more data records. 

 

6.3 Contribution 

An attempt is made in this research to evolve a methodology using an ensemble 

machine learning model to achieve a higher accuracy of the classifier, which is an 

improvement over the techniques underscored by the research papers cited in this report. 

 

Customer segmentation achieved in this research will help small and midsized 

organizations to optimize their marketing strategy as well as significantly improve the 

customer acquisition cost. The research will be equally beneficial for companies providing 

financial, travel, telecom, marketing, educational, entertainment services to build customer 

segmentation using datasets for the specific domain. For instance, customer segmentation in 

the financial domain will consider the data points viz; the transaction history of the account 

holder concerning the frequency of using a debit card or credit card, per-month income, per-

month expenditure, the average balance the customer is maintaining in their bank account(s), 

the type of account user have, professional information of the customer, and so on. Likewise, 

the customer segmentation in the travel domain will consider the data set about the frequency 

of flight booking, demographic/professional profile of customers, etc. 

 

6.4 Future work 

This thesis could further be extended in the following vistas: 

 

6.4.1 Customer Lifetime Value Analysis 
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This metric is calculated by evaluating: Total Gross Revenue – Total Cost. This 

analysis underscores the impact the investments made on customers have on profitability. 

Investments like acquisition costs, offline ads, promotion discounts, etc, made in customers to 

generate revenue, make some customers valuable while there are customers who pull down 

the profitability of the company which mandates appropriate actions. 

 

6.4.2 Customer Churn Analysis 

Market fitment of a product is determined by the retention rate of the customers. If the 

product fitment in a market is low, then the company could experience a quick customer 

churn. Therefore, Churn Prediction is a technique to improve customer retention, using which 

a company can easily figure out who is likely to churn in a given period. 

 

6.4.3 Predicting Sales 

Knowing future Sales helps the company to achieve the following objectives: 

• This could be used as a business at the usual level that a company can expect. 

• This could be used by the company for planing the demand and supply 

actions. 

• This could be used to plan the budgets and targets. 

Deep learning techniques like LSTM or Time Series Forecasting methods like 

ARIMA / SARIMA / VAR could be used to build models to predict future sales. 

 

6.4.4 Cross-Selling   

Effective cross-selling for online retail customers can be achieved by analyzing the 

Market Baskets of online transaction data and predicting future purchases. To this end, 

products frequently purchased together are identified and recommendation systems are 

developed based on these findings, using Association Rules Mining methods. The whole 

concept of association rule-mining is based on the fact that customer purchase behavior has a 

pattern that can be exploited for selling more items to the customer in the future – A couple 

of algorithms that could be used for associative rule mining are FP Growth and Apriori. 
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