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ABSTRACT  

A STUDY ON THE MOTIVATIONS AND CHALLENGES IN THE ADOPTION OF 

VIRTUAL AGENTS IN SERVICES SECTOR 

This expanded analysis delves into the dynamics of integrating virtual agents within the 

services sector, focusing on understanding industry adoption through the lens of two 

theoretical frameworks: the Unified Theory of Acceptance and Use of Technology (UTAUT) 

and the Technology Threat Avoidance Model (TTAT). By examining responses from 628 

participants, this study highlights the dual role of perceived threats as obstacles and the 

positive influence of effort expectancy and social norms as facilitators in the adoption 

process. The research underlines the importance of these factors in shaping individual 

attitudes and behaviours towards virtual agents. It emphasizes that addressing concerns about 

threats, improving the ease of use, and capitalizing on social influences can significantly 

enhance the adoption rates of virtual agents. Recommendations stress the necessity of 

refining the user experience, fortifying security measures, and strategically employing social 

influence to cultivate an environment more conducive to the integration of virtual agents in 

service-oriented sectors. This comprehensive approach aims to offer actionable insights for 

stakeholders looking to navigate the complexities of technology adoption and optimize the 

deployment of virtual agents in their operations. 

Keywords: Virtual Agents, Chatbots, AI, UTAUT. 
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Chapter I - Introduction 

1.1 Introduction 

Virtual agents, encompassing virtual assistants and chatbots, are sophisticated software 

programs engineered to emulate conversational exchanges with human users across multiple 

communication mediums, including text, voice, and visual interfaces (Ling et al., 2021). 

These agents are devised to offer automated assistance, adeptly understanding and responding 

to user inquiries in a manner reflective of human interaction. Their application spans a 

diverse range of domains, such as customer support, information retrieval, and task 

automation, enhancing human-computer interaction efficiencies (Priya & Sharma, 2023). 

The foundation of these virtual agents lies in the integration of advanced technologies like 

artificial intelligence (AI), natural language processing (NLP), and machine learning. These 

technologies empower the agents to interpret and generate responses that closely mimic 

human communication (Alanzi et al., 2023). Implemented across various platforms, including 

websites, messaging applications, mobile apps, and smart devices, virtual agents are pivotal 

in augmenting user experiences by providing prompt and efficient assistance (Wutz et al., 

2023). 

Virtual agents are powered by a confluence of cutting-edge technologies, each playing a 

pivotal role in their functionality. Artificial Intelligence (AI) serves as the foundational 

framework, enabling these agents to exhibit intelligent and adaptive behaviours, akin to 

human-like interactions (Nye & Silverman, 2013). Natural Language Processing (NLP) 

technology is crucial, as it allows virtual agents to process and understand human languages, 

facilitating meaningful dialogue between the agent and users (Ling et al., 2021). Machine 

Learning (ML) algorithms empower these agents with the ability to learn from data over 

time, enhancing their interaction capabilities (Priya & Sharma, 2023). 
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Speech recognition technology is indispensable for voice-operated virtual agents, converting 

spoken words into text for further processing (Deventer & Zidda, 2023). Dialog management 

systems ensure the maintenance of conversational context, enabling virtual agents to follow 

the thread of conversations accurately (Parenti et al., 2021). Knowledge base integration 

allows virtual agents to access and retrieve information from vast databases, ensuring 

responses are informed and accurate (Etemad-Sajadi, 2014). 

Additionally, Application Programming Interfaces (APIs) facilitate the seamless integration 

of virtual agents with external services and databases, broadening their utility and 

functionality (Benbasat & Wang, 2005). CHATGPT, a specific AI model developed by 

OpenAI, enhances the conversational abilities of virtual agents, allowing for more nuanced 

and comprehensive interactions (Ramachandiran & Jomhari, 2018). Generative AI 

technologies enable the creation of new, diverse content, expanding the scope of virtual agent 

capabilities beyond mere conversation (May & Kirwan, 2013). 

Sentiment analysis adds a layer of emotional intelligence, enabling virtual agents to detect 

and respond to the emotional states of users (Lee, Kavya, & Lasser, 2021). Lastly, computer 

vision technology equips agents with the ability to interpret visual data, further extending 

their applicability in various domains (Zojaji, Peters, & Pelachaud, 2020). 

These technologies collectively enable virtual agents to understand user input accurately, 

generate appropriate responses, and continuously improve their performance through learning 

and adaptation, making them increasingly effective in a range of applications. 

The integration of virtual agents within the service industry marks a pivotal shift towards 

digital transformation, enhancing the way services are delivered to consumers across various 

sectors, including hospitality, healthcare, retail, finance, and more. These virtual agents, 

powered by advanced technologies such as artificial intelligence (AI) and machine learning 
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(ML), are designed to simulate human-like interactions, offering personalized and efficient 

customer service around the clock. 

Virtual agents present a cost-effective solution for businesses by automating routine tasks, 

such as answering frequently asked questions, booking appointments, and processing 

transactions, which traditionally require human intervention. This automation allows 

companies to handle a higher volume of customer interactions without the need for 

significant increases in staff, leading to considerable savings in labor costs. Moreover, virtual 

agents are not bound by physical or temporal limitations, providing customers with 

immediate assistance at any hour, thereby enhancing accessibility and responsiveness to 

customer needs. 

The scalability of virtual agents is another critical advantage, enabling businesses to adjust 

their customer service capabilities based on demand. During peak times, virtual agents can 

effortlessly manage the increased workload, ensuring that customer service quality does not 

suffer due to high traffic volumes. This flexibility helps businesses avoid the pitfalls of 

understaffing or overstaffing, maintaining operational efficiency and customer satisfaction. 

Consistency in customer service is ensured through virtual agents, as they are programmed to 

deliver standardized responses based on best practices and company policies. This uniformity 

guarantees that all customers receive the same level of service and information, fostering trust 

and reliability in the brand. Furthermore, virtual agents are equipped with capabilities for 

hyper-personalization, analysing customer data to tailor recommendations, offers, and 

solutions specifically to individual needs. This level of personalization not only improves 

customer satisfaction but also enhances loyalty by making customers feel valued and 

understood. 
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Despite the numerous benefits, the adoption of virtual agents is not without its challenges. 

High initial investment costs for development and implementation can be a barrier, especially 

for small and medium-sized enterprises. Integrating virtual agents into existing systems and 

ensuring they work seamlessly with legacy technologies can also present difficulties, 

requiring time and resources to overcome. Data privacy and security concerns are paramount, 

as virtual agents often process sensitive customer information. Businesses must ensure robust 

security measures are in place to protect against breaches and maintain customer trust. 

Additionally, the effectiveness of virtual agents in handling complex or unpredictable queries 

can be limited, necessitating human intervention for resolution in some cases. Customer 

acceptance varies, with some customers preferring human interaction over dealing with a 

machine. Businesses must carefully design and implement their virtual agents to offer a user-

friendly and satisfactory experience to overcome scepticism and resistance. The ongoing 

advancements in AI and natural language processing technologies continue to enhance the 

capabilities and effectiveness of virtual agents. As businesses become more familiar with the 

potential benefits and learn to navigate the challenges, the adoption of virtual agents in the 

service industry is expected to grow, driving innovation and improving the quality of 

customer service across the board. This digital shift not only offers operational efficiencies 

for businesses but also paves the way for a more personalized and accessible customer 

service experience. 

1.2 Research Problem  

The adoption of virtual agents, also known as chatbots or AI-powered virtual assistants, in the 

services sector has gained substantial attention in recent years. These digital entities have the 

potential to transform the way businesses interact with their customers, automate routine 

tasks, and improve overall service quality. However, while there is a growing interest in 

incorporating virtual agents into various service-oriented industries, there is a clear need for a 
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more profound understanding of the motivations driving this adoption and the challenges 

organizations encounter during the implementation process. 

The primary motivation behind the adoption of virtual agents in the services sector lies in the 

pursuit of improved efficiency, cost reduction, and enhanced customer experiences. 

Organizations aim to leverage these AI-powered tools to streamline their operations, reduce 

manual workloads, and provide quicker and more accessible customer support. By doing so, 

they seek to stay competitive in a rapidly evolving market and meet the growing expectations 

of consumers who increasingly prefer self-service and convenient interactions with 

businesses. These motivations underscore the importance of studying why organizations 

choose to invest in virtual agent technology. 

Despite the promising advantages, the adoption of virtual agents in the services sector is not 

without its challenges. Organizations encounter a range of obstacles that hinder successful 

implementation. These challenges can include issues related to technology integration, data 

security concerns, customization to meet specific service requirements, and resistance from 

employees or customers. Moreover, there are ethical considerations concerning the use of AI 

in customer interactions, such as privacy and transparency. Understanding these challenges is 

crucial for devising strategies to overcome them and ensuring the successful integration of 

virtual agents into the services sector. 

This study seeks to delve into these motivations and challenges comprehensively. By 

investigating the factors driving the adoption of virtual agents and identifying the hurdles 

organizations face during implementation, it aims to contribute valuable insights to both 

academia and industry. A deeper understanding of these issues can guide businesses in 

making informed decisions about the integration of virtual agents, ultimately helping them 
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enhance their service delivery, improve customer satisfaction, and navigate the evolving 

landscape of the services sector in an increasingly digital world. 

1.3 Research Purpose 

The adoption of virtual agents in the services sector has emerged as a significant trend due to 

their potential to enhance customer service, operational efficiency, and overall productivity. 

However, despite their increasing prevalence, there exists a gap in understanding the 

motivations driving businesses to adopt these technologies and the challenges they encounter 

during the adoption process. 

The motivations to adopt virtual agents could range from enhancing customer experience, 

improving service delivery speed, reducing cost, or gaining a competitive edge. 

Understanding these motivations can provide vital insights into how businesses perceive the 

benefits of virtual agents, and thus, can guide strategies for wider implementation and 

acceptance. 

Concurrently, the challenges of adopting virtual agents in the services sector are complex and 

multi-faceted. They may encompass technical issues such as integration with existing 

systems, maintaining interaction quality, managing customer data privacy, and building user 

trust. Businesses may also face organizational challenges such as resistance to change, lack of 

skilled workforce, and high investment costs. These challenges can potentially deter or slow 

down the adoption of virtual agents, hence understanding them can help businesses to better 

navigate the implementation process and devise effective strategies to mitigate these 

challenges. 

Furthermore, the interplay between the motivations and challenges is a significant aspect of 

this research problem. It is crucial to examine how these factors interact and influence the 

overall decision-making process regarding the adoption of virtual agents. For instance, how 
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does the severity of the challenges impact the perceived benefits and thus influence the 

adoption decision? 

The purpose of this research is to delve into an in-depth understanding of the motivations and 

challenges that are associated with the adoption of virtual agents in the services sector. The 

study seeks to identify and examine the key motivating factors that drive businesses to adopt 

virtual agents, the challenges they encounter in the process of adoption, and how these 

variables impact the overall adoption and implementation of virtual agents in the services 

sector. 

1.4 Significance of the Study 

The significance of the study on the motivations and challenges in the adoption of virtual 

agents in the services sector cannot be understated in today's rapidly evolving business 

landscape. This research holds several key implications and benefits for various stakeholders, 

including businesses, policymakers, technology providers, and consumers. 

First and foremost, this study provides valuable insights for businesses operating in the 

services sector. Understanding the motivations driving the adoption of virtual agents allows 

organizations to make informed decisions about investing in this technology. By identifying 

the specific benefits, such as improved efficiency and enhanced customer experiences, 

businesses can strategize effectively to gain a competitive edge. Additionally, by 

comprehensively addressing the challenges associated with implementation, this research 

equips businesses with the knowledge needed to overcome obstacles and maximize the 

successful integration of virtual agents into their operations. 
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Policymakers and regulatory bodies also stand to benefit from this study. As AI and virtual 

agent technology continues to proliferate in various industries, policymakers must consider 

the implications of their usage. This research can inform the development of guidelines and 

regulations to ensure ethical and responsible deployment of virtual agents, especially 

concerning data privacy, security, and transparency. It can assist in creating a balanced 

regulatory framework that fosters innovation while safeguarding consumer interests. 

Technology providers and developers in the AI industry can leverage the findings of this 

study to refine their offerings. Understanding the motivations behind adoption helps them 

tailor their products and services to meet the specific needs and expectations of businesses in 

the services sector. Moreover, by recognizing the challenges organizations face, technology 

providers can develop solutions and support mechanisms that address these issues, ultimately 

facilitating smoother and more successful implementations. 

From a consumer perspective, the study's significance lies in its potential to improve the 

quality of interactions with businesses. By shedding light on the motivations behind virtual 

agent adoption, consumers can gain a better understanding of the benefits they can expect 

from these technologies. Additionally, addressing the challenges ensures that businesses take 

into account ethical considerations, data protection, and user-friendliness, leading to more 

trustworthy and satisfactory experiences for customers. 

In summary, this study on the motivations and challenges in the adoption of virtual agents in 

the services sector has broad implications for businesses, policymakers, technology 

providers, and consumers alike. It has the potential to drive informed decision-making, 

responsible technology development, and enhanced customer experiences, contributing to the 

overall advancement of the services sector in an increasingly digital and AI-driven world. 
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1.5 Research Questions 

1. What specific factors motivate the adoption of virtual agents in the services sector? 

2. What are the particular challenges that the services sector encounters in the adoption 

of virtual agents? 

3. How do the identified motivations influence the adoption of virtual agents in the 

services sector? 

4. How do the identified challenges impact the adoption process of virtual agents in the 

services sector? 

5. How do the motivations and challenges interact and what is their combined impact on 

the adoption of virtual agents in the services sector? 
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Chapter II – Literature Review  

2.1 Artificial Intelligence 

The advent of artificial intelligence (AI) has brought about significant transformations in 

various sectors, with virtual agents being one of the most prominent manifestations of this 

technology. Virtual agents, also known as chatbots or AI agents, are computer programs 

designed to interact with humans in a natural, human-like manner (Lai, 2000). These agents 

have found applications in a wide range of sectors, including e-commerce (Antonescu, Barbu, 

& Luchian, 2017), education (Kazoun, Kokkinaki, & Chedrawi, 2022), healthcare (Kocakoç, 

2022), and tourism (Antonescu et al., 2017), among others. 

The interaction between humans and virtual agents has been a subject of extensive research in 

recent years, with scholars examining various aspects of this interaction, including the factors 

influencing the adoption of virtual agents, their impact on user experience, and strategies for 

improving their effectiveness (Contreras & Valette-Florence, 2023; Brachten, Kissmer, & 

Stieglitz, 2021; Justo et al., 2018). This literature review aims to provide a comprehensive 

overview of the current state of knowledge in this field.  

Artificial intelligence (AI) systems are a collection of software and hardware components that 

may be used to continuously assess and analyze data in order to characterize environmental 

elements and make judgments and take actions (European Commission, 2018). Prior research 

has concentrated on the benefits of using AI in online settings but has neglected to examine 

how consumers accept AI in online shopping. According to utility theory, this new 

technology enables consumers to discover and select the best product alternatives while 

lowering the cost and duration of the search. The field of artificial intelligence (AI) has a 

much longer history than is commonly recognised, spanning fields as diverse as science and 

philosophy all the way back to ancient Greece (Collins, et al., 2021). However, its modern 
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iteration owes a great deal to Alan Turing and a conference held at Dartmouth College in 

1956 (McCorduck, 2004), where the term Artificial Intelligence was officially coined and 

defined by John McCarthy at the time the term the birth of artificial intelligence was used by 

Russell and Norvig (2020) to describe this event.  

According to existing research, technological advancements in apps such as Artificial 

Intelligence (AI), Augmented Reality (AR), and Virtual Reality (VR) provide highly 

personalised experiences that influence consumer preferences and behaviours (Huang and 

Rust, 2017; Pantano and Pizzi, 2020). AR-enabled apps, for example, increase consumers' 

perceptions of utilitarian and hedonic benefits (Nikhashemi et al., 2021), promote positive 

attitudes (Yaoyuneyong et al., 2016; Wedel et al., 2020), and increase purchase intentions and 

word-of-mouth (Yaoyuneyong et al., 2016). Two separate studies published these findings 

(Rauschnabel et al., 2019). Similarly, virtual reality (VR) apps elicit a positive emotional 

response to the brand by eliciting powerful sensory responses, such as perceptions of 

tangibility through haptic vibrations (Wedel et al., 2020). Apps improve user interactions by 

providing a humanised customer experience, which influences how consumers perceive the 

brand associated with the app (Esch et al., 2019; Olson and Mourey, 2019), and increases 

trust regardless of privacy concerns (Alnawas and Aburub, 2016). This is accomplished by 

employing anthropomorphic cues, which are defined as human characteristics assigned to 

computers (Nass & Moon, 2000; Ha et al., 2020; and Esch et al., 2019). The global VR/AR 

app market is one of the fastest growing domains of software development (Unity Apps, 

2021), but this line of research has not thoroughly evaluated the effects of app technological 

advancements on consumer experiences. Despite the fact that it is in line with current 

industry trends (the global VR/AR app market is one of the fastest growing domains of 

software development), it is possible that this knowledge gap is caused by outmoded 

theoretical foundations such as the diffusion of innovation (Rogers, 1995), the Uses and 



12 
 

Gratification (U&G) theory (Mcguire, 1974; Eighmey and McCord, 1998), and the 

Technology Continuance Theory (TCT) (Liao, Palvia and Chen, 2009). As a result, future 

research may include new theoretical approaches such as the physical and psychological 

continuity theory (Lacewing, 2010), the teletransportation theory (Langford and 

Ramachandran, 2013), and the service prototyping theory (Razek et al., 2018). 

Vada et al. (2019) explored that some experiences are pleasant and unforgettable, whilst 

others are not so pleasant and memorable. Automatic messaging services (a type of artificial 

intelligence) used by service organizations such as hotels and airlines, for example, provide 

ease to customers who need assistance after business hours. However, this artificial 

intelligence tool allows for only a limited amount of customization of communications for 

unique clients, which may result in dissatisfaction with the service. Customers that have a 

high level of emotional intelligence may be more accepting of the services provided by 

artificial intelligence systems. Employee service, on the other hand, is not always a pleasant 

experience for the employees. Joshi, Chirputkar, & Jog (2015), believed that brand-oriented 

behavioural features and brand-focused attitudinal elements are particularly important in 

persuading buyers to stick with a particular brand. There are no prepaid mobile connections 

included in the study, therefore this is the only option. Customer happiness is one of the most 

essential factors in boosting the acquisition and retention of new consumers and is one of the 

most difficult to measure. Aside from that, the survey reveals that consumer satisfaction 

levels are influenced by a variety of factors such as brand choice, customer perception, 

distributor perception, marketing strategy, service quality, and delivery.  

Balakrishnan et al. (2009) proposed using 'address mapping' to geo-locate IP addresses in 

order to find mobile phones. Address mapping can be used anywhere and is simple for 

business owners to implement at a low cost. Foursquare encountered some cases of the basic 

cheating method that worked in its early days as a real example of location cheating. 
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Foursquare has adopted the cheater code as a solution to defend against location cheating 

attacks, which verifies a device's location by using the GPS function of that device 

(Balakrishnan et al., 2009). Mobile device management (MDM) solutions (such as SOTI or 

Airwatch) are critical in the bring your own device (BYOD) model. These solutions create a 

sandbox in which enterprise apps can be stored and run. These solutions enable 

administrators to define compliance requirements, remotely wipe data, and manage the 

overall operation of the devices. Administrators can disable native apps, allow only trusted 

apps, implement remote device locking, and use other techniques. In general, all MDM 

solutions include data encryption, certificate support, and strong authentication measures as 

part of their mobile security strategy. 

In today's competitive consumer market, it is critical for all service companies to maintain a 

high level of customer retention, and this topic will receive a lot of attention over the next 

few years (Appiah-Adu, 1999). This is because businesses regard consumers as a true asset, 

and the vast majority of them are experiencing significant losses in their consumer base 

(Swanson and Hsu, 2009). Because of the significant expansion, change, and increase in 

competition that has occurred in the mobile phone market on both a global and domestic 

scale, CR has emerged as a critical phenomenon in this industry. Despite using a variety of 

relationship marketing strategies (Gronroos, 1995; Ravald and Gronroos, 1996; Ranaweera 

and Prabhu, 2003), a sizable number of mobile phone companies are losing their current 

customer bases at rates greater than thirty per cent (Gronroos, 1995; Ravald and Gronroos, 

1996; Ranaweera and Prabhu, 2003). Furthermore, Andic (2006) discovered that the major 

UK mobile network operators, such as Orange, T-Mobile, O2, and Vodafone, lose more than 

a third of their young customers to competitors. Customers under the age of 25 are included. 

While this is occurring, many managers are unable to confront that fact in the majority of 

situations, despite the fact that they are attempting to determine why they are experiencing 
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such a loss (Reichheld, 1996). As a result, these mobile operators cannot afford to lose 

current and potential customers; a loss of this magnitude would result in lower sales and 

profits, which would eventually lead to business failure (Reichheld and Sasser, 1990; 

Reichheld and Kenny, 1990). In the cellular industry, there is a significant disparity between 

the rates of customer acquisition and customer retention. As a result of this disparity, the 

issue of customer retention has been approached from a variety of perspectives, including 

economic, behavioural, and psychological perspectives. The vast majority of previous studies 

were unsuccessful in providing a strong theoretical justification and practical explanation for 

the customer's repeat purchase from the standpoint of their behaviour. 

According to Hall (2019), artificial intelligence marketing is the use of technology to improve 

the customer experience. Similarly, the intervention of information technology, particularly 

AI, has had an impact on the role of marketing managers. This is because it is now more 

important to better understand the customers or risk losing them to competitors who respond 

to their needs and desires. AI enables commercial enterprises to gain a better understanding 

of their customers and evaluate how those customers interact with the products and services 

they buy. When you have access to all of the necessary data about your intended customers, 

you can make more informed decisions about the company's direction. 

Schrage and Kiron (2018) conducted a global executive study of strategic measurement and 

discovered that 79 per cent of CEOs who responded to their survey believe in investing in the 

skills and training of their marketing professionals to increase the effectiveness of machine 

learning (ML) in marketing. It is widely assumed that the rise of artificial intelligence in 

marketing, specifically CRM, will result in massive layoffs across the economy. This is due 

to the automation of tasks that were previously performed by humans but have since been 

replaced by machines (Schrage & Kiron, 2018). However, according to the United States 

Bureau of Labor Statistics (2020), the overall employment of advertising, promotions, and 



15 
 

marketing managers is expected to grow by 6% from 2019 to 2029. Managers with digital 

marketing skills will have the best job prospects during this time period (US Bureau of Labor 

Statistics, 2020). It is also important to remember that artificial intelligence is a machine-

based process, and it is widely assumed that AI is incapable of replicating human intuition 

and creative abilities (Jarrahi, 2018). However, it is more important to understand how 

marketing managers' roles are changing as the number of tools that automate and support 

marketing decisions grows (Dawar, 2020). 

“In the early days of artificial intelligence, one of the dominant hypotheses was that it centred 

on high-level” cognition. “What distinguishes humans from most other animals is not the 

ability to” recognise concepts or perceive “objects to perform complex motor skills, but the 

ability to engage in multi-step reasoning, understand the meaning of natural language, design 

innovative artefacts, generate novel plans that achieve goals, and even the ability to reason 

about their own reasoning (Langley, 2011)”. Strong “AI was the term used to describe this 

broad human-like intellect (Kurzweil, 2005)”. “The fundamental approach to strong artificial 

intelligence has been centred on symbolic thinking, the idea being that” computers “are not 

only numeric calculators but rather generic” symbol manipulators. As emphasised “by 

Newell and Simon (1976) in their physical symbol system theory, the capacity to read and 

alter symbolic” structures seems “to be required for intelligent behaviour, according to their 

findings”. While this technique first seemed promising (Newell and Simon, 1963), several 

disciplines “of artificial intelligence have withdrawn from it as a result of its difficulties and 

lack of development as I enter the twenty-first century. It is still unclear when and whether 

powerful artificial intelligence will become a reality”. 

Kaka et al. (2019) express that India is home to the greatest “number of publicly traded 

companies in the whole world. Because of the Indian Government’s Make in India digital 

technology” drive, “the country” now provides significant “growth chances to both domestic 
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and foreign enterprises in terms of investment prospects and growth opportunities”, both 

domestic and international. Rural and “urban areas now have a more significant opportunity 

to increase per capita household income as” a result of this, which is encouraging news. The 

majority of customers, “who are likely to be from” "rural or urban regions with weak basic 

infrastructure or no access at all, are looking for lower costs, limitless phone and Internet 

service, and more value-added services." "Artificial intelligence, machine learning, deep 

learning, chat boxes, online shopping, online education, online games, and several more" 

advances were brought about by the digital revolution. “Telecommunications networks serve 

as the backbone that connects all of these digital technologies. As a result, 

telecommunications is playing an increasingly important role in advancing the country's 

economic development. Customers in metropolitan, city and metro areas want high-speed 

internet access for a variety of reasons, including” "audio-video streaming, navigation, music 

downloads, gaming, e-commerce, postal solutions, video chat boxes, and social networking."  

“Therefore, demand for 4G/5G technology to power these applications continues to grow 

incessantly. People who live in rural areas, as opposed to those who live in urban areas, 

require low-cost technology to use these applications. The government is carrying out various 

programs to make digital technology available, especially in rural and urban areas”. In 

addition, various programs, including digital technology," a 100 per cent foreign direct 

investment policy, the introduction of VNO licenses, “mobile number portability, special 

number service 112, Aadhar-based e KYC, GPS-enabled handsets, spectrum sharing, 

spectrum management, and spectrum auction”, have all contributed to the improvement of the 

health of the telecom sectors in the country." Airlines like Airtel and Reliance JIO have 

expressed an interest in connecting 10,000 villages, respectively, while Vodafone and  

Reliance JIO have expressed an interest in connecting 3000 and 1000 villages, respectively, 

among the companies that have expressed an interest in connecting 10,000 villages. There 
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has been fierce competition among Indian telecommunications companies as a result of 

Reliance JIO's complementary offerings, which include limitless phone and data usage. 

Additional pressure is being exerted on telecom service providers such as Airtel, Vod afone 

Idea, and BSNL to cut their prices for acquiring and sustaining new and existing users. At the 

very least, Airtel, Vodafone Idea, and BSNL have acquired a foothold in what has become a 

fiercely competitive market as a result of Reliance JIO's entry into the telecom business. 

Bedi and Surbhi (2017) pointed out that there are major obstacles, uncertainties, and a slew of 

concerns that must be addressed during the pre-merger and post-merger phases of a 

company's life cycle. Customers have become hesitant to purchase new services from the 

merged company as a result of the merger and acquisition, hence supporting the competition's 

competitor in growing its client base. It looks into the dynamics of trust following mergers 

and acquisitions, “as well as integration planning in the Indian telecom sector, as aspects that 

are responsible for a successful merger and its positive impact on customers, the market, and 

the company. Moreover, these variables are to blame for the negative outcomes of the” 

business's unfortunate merger with another organisation. According to Azam, Qiang, and 

Abdullah (2012), "”consumer happiness is not only a critical performance outcome in internet 

retail purchasing, but it is also a significant predictor of customer online shopping and 

purchase intention”. Among the criteria identified by the authors as having an impact on 

customers' willingness to make online purchases are customer happiness with the system, 

“service interfaces, security, currency relevancy, consistency, understandability, navigability, 

and telepresence”. Mobile number portability, according to Premkumar and Rajan (2012), are 

one of the most critical “factors in customer retention in the Indian mobile 

telecommunications market”, and it is a significant setback for mobile telecommunications 

service providers in the country. Further, “the results of the study showed customer 

satisfaction” is extremely important in terms of client retention. Customer retention “in the 
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Indian mobile” telecommunications “market is” inversely proportional to the level of 

customer satisfaction. Consumer happiness, on the other hand, is influenced by two 

characteristics: consumer trust and service excellence. 

Artificial intelligence has the potential to impact revenue by a trillion dollars or more in the 

coming decade. It is having a significant impact on a wide range of business processes across 

multiple industries, causing widespread disruption. Never before have so many businesses 

invested in or planned to invest in artificial intelligence technology. There has also been a lot 

of interest from regular investors and venture capitalists. However, artificial intelligence 

remains “a complex technology involving numerous sub-concepts and intricate algorithms. 

There are also serious ethical concerns about” the use of AI. On the market today, there are 

numerous perspectives on artificial intelligence (AI). Makridakis (2017) classified these 

points of view into four groups: optimists, pessimists, pragmatists, and sceptics. “If managers 

and stakeholders know little about this new phenomenon” but are forced to make a decision 

due to market buzz and competitive pressures, then confused signals may trigger herding 

behaviour. Herding behaviour becomes especially intense “when there is no obvious path into 

the future and a general level of uncertainty in the market”. Companies that are still 

evaluating the situation and unsure of what course of action to take in this scenario typically 

receive information from early adopters and use it in their decision-making processes 

“(Khanna & Mathews, 2011). Herding is especially common in the information technology 

sector, where managers are known to blindly follow one another in making IT investment 

decisions (Kauffman & Li, 2003)”. Even if “not all herding” has a negative impact on the 

industry as a whole, it may have an impact on the expectations of a potentially useful 

technology within a single company. “A substantial amount of research has been conducted” 

on both manager herding and investor herding, particularly in the field of finance. Despite the 

fact that “fewer studies have investigated IT adoption herding, which results from corporate 



19 
 

decision makers' investment decisions (Duan et al., 2005), many studies have” investigated 

the perspectives of “digital marketing and other online solutions. For example, it was 

discovered that” if there was a general trend of people in the digital world leaving negative 

comments, the effects of herding could be reduced (Huang & Chen, 2006). There is also a 

herding behaviour among lenders (investors) in the online loan market (Herzenstein et al., 

2011). 

Ding and Li (2019) discovered that both the consumption of digital books and the making of 

website purchases displayed significant signs of herding behaviour. Similarly, new bidders on 

eBay typically “flock to existing bids (Simonsohn & Ariely, 2008). To the best of the author's 

knowledge, no studies” have been conducted that combine AI and herding behaviour. In 

order “to promote the effective use of AI, it was necessary to measure the impact of any 

herding phenomenon on AI technology, analyse what factors triggered the herding, and 

determine the effects on the overall AI industry”. This was done to determine what factors 

caused the herding. 

The difficulties that must be overcome in order to implement “autonomous customer 

experience management were outlined by Gacanin and Wagner (2019). (CEM). The paper 

also included a narrative describing how AI and machine learning were used to create a” 

critical business value driver as well as an intelligence network. A chatbot “powered by 

artificial intelligence (AI) and equipped with natural language processing (NLP)” aided in 

improving the overall “customer experience (Nguyen and Sidorova, 2018)”. The efficient 

“data processing made possible by AI and ML algorithms allows us to make the best decision 

(Maxwell et al., 2011)”. The use “of AI is required in order to” analyse customer routines, 

purchases, preferences, and the like “(Chatterjee et al., 2019). Customer Relationship 

Management (CRM) functions” have been shown to benefit from “Artificial Intelligence 

User Interface (AIUI) functions (Seranmadevi & Kumar, 2019). Conventional retail 
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establishments were transformed into smart retail establishments through the use of AI and 

IoT. The smart retail stores improved the customer experience, as well as” the convenience of 

shopping, and strengthened the supply chain. The authors Sha and Rajeswari (2019) 

discussed recent advances in artificial intelligence and demonstrated a machine powered by 

“AI that can monitor all five of a human's senses: sight, hearing, taste, smell, and touch. In 

the e-commerce sector, the findings indicated a stronger association between consumers and 

brands, as well as between products and brands”. 

“Promotion management includes media planning, media scheduling, advertising campaign 

management, search engine” optimization management, “and other” tasks. “Traditional 

methods of promotion are giving way to digital and physical ones”. “Digital marketing and 

social media campaigns made significant progress as a result of the global digital” 

transformation. The consumer dictates “the content, location, and timing of an event in 

today's” rapidly evolving “technological” landscape. “AI enables message personalization 

and customization based on individual customers' preferences and profiles (Huang & Rust, 

2020)”. Using “content analytics can assist in increasing the value and effectiveness of 

messages. Emotional AI algorithms” enable real-time monitoring of individual customers' 

likes and dislikes. The use of netnography to analyse the content of social media platforms 

offers marketers new opportunities to align their marketing strategies with their customers' 

preferences (Tripathi & Verma, 2018). 

Gray (2018) explored the other side of the AI system and wrote an article entitled “AI can be 

a troublesome teammate”. He talks about an incident in his college time when he worked for 

an environmental surveying company, according to him it’s the inability to feel of AI system 

that makes him untrustworthy. He believes that to trust their team members there are three 

things that are required first is mutual concern second is “a shared sense of vulnerability and 

faith in competence”. The third element that makes AI untrustworthy is its biggest power that 
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is its strength its superhuman ability to predict or calculate it become against AI when it is 

forced to work outside its limits but he does not totally deny the use of AI he says in some 

ways it has proven to be useful also lie in weather forecasting he too believes the AI function 

(Wirtz et al., 2018). 

“Whang, Ren, and Lu (2018) explored the use of AI in telecommunication and led research 

entitled Key technologies of AI in customer service systems, Telecommunication Science 

they believed they artificial intelligence systems have some factors like very high efficiency 

and low expense when it is compared to traditional customer service operated by a human in 

the area of customer service in the business field”. But it was told that current AI technology 

has some weaknesses too. For example, it was not flexible and its tone was very rigid and 

they too lack caring eventually “there is a high amount of automation on the organisation 

side, but there has been no increase” in the rate of succession and an exponential decrease in 

user experience was recorded on the side of customers. “Client satisfaction, according to 

Ra’ed (2012), has a positive impact on long-term customer retention. Further, Ra’ed (2012) 

found that there is a direct correlation between customer pleasure and the length of the 

supplier-customer relationship, that mobile services provided by call centres have an impact 

on customer satisfaction and retention”. As a result of the study, it was discovered that there 

is fierce competition among Indian telecom providers, with all of them offering a variety of 

deals and programmes to maximize user base dependent on market conditions. Because of the 

competition, the author also encourages telecom players to match their operations with a new 

and dynamic business environment. 

“In e-commerce contexts, interacting with clients using live chat interfaces has grown in 

popularity as a way to offer real-time customer assistance. Customers utilise these chat 

services to get assistance or information (such as product specifications) (e.g., solving 

technical problems). With the real-time nature of chat services, customer support has become 
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a two-way conversation with major effects on WOM intentions, trust, satisfaction, and 

repurchase (Mero, 2018). Chat services have evolved into the main method for obtaining 

customer help during the past ten years (Charlton, 2013). Human chat service representatives 

have increasingly been supplanted by conversational software agents (CAs), such as chatbots, 

in recent years, thanks to advancements in artificial intelligence (AI) technology (Gnewuch et 

al., 2017; Pavlikova et al., 2003; Pfeuffer et al., 2019a)”. Although primitive “CAs first 

appeared in the 1960s (Weizenbaum, 1966), the” "second wave of artificial intelligence" 

“(Launchbury, 2018) has reignited interest in and enhanced the dedication to this technology 

since it has opened the door for systems that can interact with humans more like humans 

(Gnewuch et al., 2017; Maedche et al., 2019; Pfeuffer et al., 2019b). Customers continue to 

have unpleasant experiences with AI-based CAs, despite technical advancements. For 

instance, CAs could respond to user requests inappropriately, causing a discrepancy. between 

what the user expects and how well the system performs” (Luger and Sellen, 2016; 

Orlowski, 2017). “Live chat services are being replaced by AI-based CAs, raising the 

question of whether they will remain useful given that scepticism and resistance to the 

technology may prevent task completion and hinder positive customer experiences. As a 

result, using these systems could push customers to engage in undesirable behaviours like 

noncompliance, which could be detrimental to both users and service providers” (Bowman et 

al., 2004). “However, the purpose of this self-service technology is called into question if 

users decide not to follow or adapt to the recommendations and requests made by the Cas” 

(Cialdini and Goldstein, 2004). 

According to earlier research, “CAs should be anthropomorphically (i.e., human-like)” built 

in order to foster “a sense of social presence (Rafaeli and Noy, 2005; Derrick et al., 

2011; Zhang et al., 2012; and Elkins et al. 2012)”. “The majority of this research 

concentrated on the effects of” anthropomorphic design signals on human perceptions and 
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adoptions “(Hess et al., 2009; Qiu and Benbasat, 2009; and Adam et al., 2019;)”. “This study 

offers important contributions to research and practice, but it has mostly concentrated on 

embodied CAs, which can apply nonverbal anthropomorphic design cues since they have a 

virtual body or face (i.e., facial expressions or physical appearance). However, chatbots are 

disembodied CAs that engage with users primarily through linguistic signals (Araujo, 2018; 

Feine et al., 2019). Although there has been some prior research on vocal anthropomorphic 

design signals, such as self-disclosure, excuse, and thanks (Feine et al., 2019), these cues 

have frequently been very static and insensitive to the user's input due to the older 

generations of CAs' poor capabilities. Users may grow resistant to such a system as a result 

since it cannot accurately simulate human-human conversation. Today, advanced chatbot 

solutions that carefully understand user input based on limited AI are made possible by 

conversational computing platforms (like IBM Watson Assistant). In comparison to the 

somewhat static responses of their rule-based predecessors, chatbots built on these systems 

are more flexible and compassionate and have comprehension that is closer to that of humans 

(Reeves and Nass, 1996). Thus, these platforms provide new anthropomorphic design cues 

like showing empathy through conversation. With a few notable exceptions (Araujo, 2018 

and Derrick et al., 2011), the ramifications of more sophisticated anthropomorphic design 

cues have not been thoroughly investigated”.  

“The question of whether compliance and persuasion techniques—which aim to persuade 

users to comply with or adapt to a certain request—are equally valid in these new 

technology-based self-service contexts also emerges as chatbots continue to replace human 

customer support representatives. The continued-question method is a type of foot-in-the-

door compliance technique that is particularly pertinent since it is not just widely employed in 

practice but also because it has been demonstrated that the type of requester has a significant 

impact on the procedure's success” (Burger, 1999). 
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Finding “a balance between service efficiency and service quality is a major difficulty for 

customer service providers: The potential benefits of consumer self-service”, including 

increased “time efficiency, decreased costs, and improved customer experience, are 

emphasised by both researchers and practitioners (Meuter et al., 2005; Scherer et al., 2015). 

As a self-service technology, CAs promise to boost service quality and enhance provider-

customer interactions while also providing a number of cost-saving opportunities (Gnewuch 

et al., 2017; Pavlikova et al., 2003). According to studies, CAs can cut down on response 

times, free up agents for other tasks, and handle up to 80% of routine enquiries, resulting in a 

30% reduction in the $1.3 trillion in annual global company expenditures associated with 265 

billion customer support requests (Reddy, 2017b; Techlabs, 2017). By 2022, businesses alone 

plan to save more than $8 billion annually on customer-supporting expenses, a significant rise 

from the $20 million in estimated savings for 2017. (Reddy, 2017a). Thus, CAs offer to be 

quick, easy, and affordable customer support options via electronic channels available 

around-the-clock (e.g., Hopkins and Silverman, 2016; Meuter et al., 2005)”. 

“Customers typically value individualised attention in addition to easily available and 

adaptable self-service channels. As a result, businesses shouldn't totally switch to consumer 

self-service channels, especially at the start of a relationship with a client (Scherer et 

al., 2015), as the lack of a social intermediary in online transactions may result in a loss of 

sales (Raymond, 2001)”. However, by imitating social actors, CAs have the ability to 

“actively shape service encounters and to stand in for service workers by carrying out tasks 

that were previously handled by human service staff (e.g., Larivière et al., 2017; Verhagen et 

al., 2014). Customers can resort to CAs that are available 24/7 as an alternative to phoning a 

call centre or sending an email to ask a question or make a complaint. As the interface 

between” businesses and customers "gradually evolves to become technology dominant (i.e., 

intelligent assistants acting as a service interface) rather than human-driven (i.e., service 
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employee acting as service interface)" “(Larivière et al., 2017, p. 239), this self-service 

channel will become more and more important. Recent AI-based CAs also include the option 

to flag human traits like friendliness, which are important for handling service interactions 

(Verhagen et al., 2014)”. Therefore, by invoking notions of social presence and 

personalization in contrast to prior “online service interactions, CAs can lessen the prior 

absence of interpersonal engagement”. 

CAs, and chatbots in particular, are becoming a common sight “in online commerce and 

customer support on numerous websites, social media networks, and messaging apps”. For 

instance, “between June 2016 and April 2019, the number of chatbots on Facebook 

Messenger increased from 11,000 to 300,000. (Facebook, 2019)”. Although these 

technological artefacts are becoming more prevalent, earlier research suggested that chatbots 

“still have issues related to their infancy, leading to significant failure rates and user distrust 

when it comes to the employment of AI-based” chatbots (Orlowski, 2017). Furthermore, 

prior “studies have shown that while human language abilities easily translate to human-

chatbot communication, there are noticeable disparities in the nature and calibre of such 

exchanges. For instance, people use more profanity and lengthier conversations with chatbots 

than they do with humans (Hill et al., 2015). As a result, if users treat chatbots differently, 

their cooperation in response to the chatbot's suggestions and requests may suffer. Thus, the 

merits of the self-service technology may be called into doubt. Therefore, it's critical to 

comprehend how chatbot design affects user compliance”.  

“The well-known social response theory (Nass et al., 1994) set the path for several research 

showing how people use anthropomorphically constructed computers to impose social 

standards. We define anthropomorphism, which is consistent with prior research in digital 

contexts, as the imputing of human-like traits, behaviours, and emotions to nonhuman actors 

(Epley et al., 2007). The phenomena can be explained as a natural human desire to apply 
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anthropocentric information to make it easier to understand unknown actors (e.g., Epley et 

al., 2007; Pfeuffer et al., 2019a)”.  

“Human-computer interactions (HCIs) are fundamentally social, according to the social 

response theory (Nass and Moon, 2000; Nass et al., 1994). People are predisposed to 

automatically as well as unconsciously perceiving computers as social actors, even when they 

are aware that machines do not have feelings or intentions. The evolutionary-biased social 

orientation of humans is the identified psychological effect behind the "computers as social 

actors" (CASA) hypothesis (Nass and Moon, 2000; Reeves and Nass, 1996). The degree of 

salience of the other person in the interaction, which was originally a concept to gauge users' 

perceptions of human contact (i.e., warmth, empathy, and sociability) in technology-mediated 

interactions with other users, may therefore be perceived by a user through interacting with 

an anthropomorphized computer system (Qiu and Benbasat, 2009). Consequently, the term 

"agent," for instance, which originally denoted a human being who provides direction, has 

come to be used to refer to anthropomorphically constructed computer-based interfaces 

(Benlian et al., 2019; Qiu and Benbasat, 2009)”. 

“In HCI environments, people” react by engaging in social behaviour and attributing 

anthropomorphic qualities to technology that contains signs that are typically associated with 

human behaviour “(e.g., language, turn-taking, and interactivity) (Epley et al., 2007; Moon 

and Nass, 1996; Nass et al., 1995)”. Individuals therefore treat computers and people 

according to the same social norms: Even a small number of “anthropomorphic design cues 

(ADCs) can cause social orientation and a sense of social presence in” a user during 

computer interactions, leading to reactions that are in accordance with socially desirable 

conduct. HCI follows the same social dynamics and principles that govern human-human 

interaction. “Nass et al. (1999), gender and racial stereotypes (Nass and Moon, 2000) 
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personality response (Nass et al., 995), and flattery effects (Fogg and Nass, 1997)” are just a 

few examples of stereotypes that have been found in HCI through CASA studies. 

Verbal ADCs, like the ability to talk, try to create the impression “of intelligence in a non-

human technological agent as opposed to nonverbal ADCs, such physical appearance or 

embodiment”, which strengthen “social connection by adopting motoric and static human 

traits (Eyssel et al., 2010; Araujo, 2018). As a result, static and motoric anthropomorphic 

embodiments through avatars” have been discovered to be primarily useful in marketing 

contexts “to influence trust and social bonding with virtual agents (Qiu and Benbasat, 2009), 

and particularly important for service encounters and online sales, for example on company 

websites (Etemad-Sajadi, 2016; Holzwarth et al., 2006), in virtual worlds (Jin, 2009;” 

Bertacchini et al., 2017). Although chatbots allow for “real-time dialogue through primarily 

text input, they lack physical and dynamic representations, with the exception of the typically 

static profile picture”. Instead, “they interact with customers via messaging-based interfaces 

using verbal (e.g., language style) and nonverbal cues (e.g., blinking dots)”. As a result, 

chatbots are essentially disembodied CAs. “To the best of our knowledge, no other studies 

have specifically addressed verbal ADCs” to further the body of information on embodied 

agents, with the exception of two outliers “that focused on verbal ADCs (Araujo, 2018; Go 

and Sundar, 2019)”. 

“The definition of compliance is” "a certain form of response, or acquiescence, to a specific 

kind of message, such as a request" “(Cialdini and Goldstein, 2004, p. 592)”. “A door-to-door 

campaign asking for donations is an example of an explicit request. Alternatively, an implicit 

request can appear in a political advertisement endorsing a candidate without specifically 

urging voters to cast a ballot. However, in every instance, the targeted person is aware that 

they are being spoken to and asked to act in a particular way”. Numerous compliance 

techniques, “including the that's-not-all technique (Burger, 1986), the disrupt-then-reframe 
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technique (Davis and Knowles, 1999; Knowles and Linn, 2004), the door-in-the-face 

technique (Cialdini et al., 1975), and the foot-in-the-door (FITD)”, have been the focus of 

compliance research (Burger, 1999).  

In order to persuade people to comply, the FITD compliance strategy “(Burger, 1999; 

Freedman and Fraser, 1966) builds on the impact of tiny promises”. In Freedman and Fraser's 

(1966) experiment, the FITD was first empirically tested by calling housewives and asking 

them “to answer a few questions about the home products they used. Three days later, the 

psychologists” contacted once more and requested permission “to send researchers to the 

home to go through cabinets as part of a 2-hour inventory of household items”. When 

compared to “a group of housewives who simply received the large request”, the researchers 

discovered that these ladies were twice as likely to comply. This compliance strategy is often 

used in modern online marketing and sales to get customers to make bigger commitments. 

For instance, websites frequently require visitors to make minor commitments “(such as 

submitting an email address, clicking a link, or sharing on social media), only to follow up 

with a larger request that is geared toward increasing conversions (e.g., asking for sale, 

software download, or credit-card information)”. 

“Individuals in compliance” circumstances must quickly comprehend, assess, and reply to a 

request (Cialdini, 2009). “As a result, they don't have time to completely consider all of their 

options and” instead rely on heuristics, or "rules of thumb," to assess their options (Simon, 

1990). Small requests, as opposed to large ones, are more effective at persuading “subjects to 

agree with the requester because they require less mental work on the part of the subject”. 

When people accept “a commitment, they are more likely to accept a bigger commitment” in 

the future to maintain their original behaviour. The FITD technique thus takes advantage of 

people's inclination to defend their initial acceptance of a tiny request to others and 

themselves. 
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The demand for consistency in conduct among people is based on a number of underlying 

psychological processes, the majority of which are based “on self-perception theory (Bem, 

1972) and commitment-consistency theory (Burger, 1999). (Cialdini, 2001). These views 

suggest that people only have mediocre attitudes at birth and instead develop their attitudes 

through self-observation”. Therefore, if people agree to “an initial request, a bias develops 

and” they believe they must have found the request acceptable. As a result, they “are more 

likely to agree to an associated future request of the same kind or for the same reason 

(Kressmann et al., 2006)”. Indeed, prior marketing “research has actually shown that 

consumer need for self-consistency promotes purchasing behaviour (e.g., Ericksen and Sirgy, 

1989)”. 

Consistency has been shown to be a key element in social exchange in earlier studies. People 

tend to respond positively to requests in order to build relationships, and the stronger the 

relationship becomes, the more likely they are to comply “(Cialdini and Trost, 1998). In fact, 

even brief exposure to a person without any” contact greatly boosts adherence to “the 

person's request; this effect is even more pronounced when the request is” delivered in person 

and without warning “(Burger et al., 2001). In private contexts, people may even choose to 

comply with a request only to lessen feelings of guilt and” sympathy and to win others' 

favour in order to boost their self-esteem (Whatley et al., 1999). (Deutsch and Gerard, 1955). 

Hao (2020) explored the side of call centres and led research which was “entitled “the 

pandemic is emptying call centres. AI chatbots are swooping in” “According to Hao, the 

world is currently facing an unprecedented COVID-19 pandemic, in which government 

entities and business organisations have reduced significantly staffing levels, while a 

significant chunk of the population locked up at home has significantly increased the number 

of voices calls for various online counselling sessions. As the epidemic spreads, understaffed 

government organisations, grocery shops, and financial institutions scramble to create 
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artificially intelligent customer service systems to manage the increased volume of calls. The 

number of visitors to IBM's Watson Assistant jumped by 40% from February to April 2020. 

Despite the fact that contact centres have always been at the vanguard of  workplace 

automation, the epidemic has significantly hastened the process. Organizations that are under 

stress are more inclined to test new tools and solutions to aid in the relevant business. 

According to Mehta (2013), the socioeconomic ramifications of mobile phone use in rural 

India are being investigated. Users' ability to obtain information for agricultural and non-

agricultural purposes, as well as communicate with family members and migrant workers, 

was also revealed by the survey, which was conducted in late 2012. In rural India, the 

demographic characteristics of mobile phone users (ownership and access), their usage 

(social and economic), their activity (education, entertainment, and inventive use), and their 

impact (satisfaction, safety, skills, and income) are all important considerations to consider. 

Schrotenboer (2019) reviewed the topic entitled “the impact of artificial intelligence along the 

customer journey” he said Online businesses may employ artificial intelligence to improve 

client experience and help them adapt to socialisation.' However, artificial intelligence has an 

impact on how people purchase in physical shops, and as a result, the gap between offline 

(brick-and-mortar) and online shopping is narrowing (e-commerce). AI technology can 

improve this user experience, therefore marketers need to understand how well these 

advancements affect the consumer experiences in an ever world. This thesis presents a 

framework for businesses and other scholars to understand how recommendation systems and 

conversational interfaces may help firms improve the customer experience across the 

customer journey while emphasising the significance of fully understanding consumer 

behaviour. 

Bowen and Morsan (2018) in their research which was entitled “Beware hospitality industry: 

the robots are coming. Worldwide Hospitality and Tourism Themes” provide an outline of 
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how artificial intelligence and robotics are used in the service industry According to their 

research, AI can extract the actual value of the massive amounts of consumer data accessible, 

which can then be leveraged to enhance customer experience by providing more personalised 

services. Auto-cars (a sort of AI) may, for example, pick up clients from the airport, assist 

them in checking into a hotel, and set up a customer's smartphone to serve as a key. The AI-

driven automobiles can recommend eateries near hotels and make reservations for customers 

based on their preferences.  

Salovey and Mayer (1990) explored emotional intelligence in a paper entitled as “emotional 

intelligence”. Individuals' emotional talents to recognise, comprehend, use, and control their 

own and others' emotions are referred to as emotional intelligence is divided into four 

categories: emotional observation, emotional absorption, emotional comprehension, and 

emotion management. Each brand stands for a particular set of emotional capabilities 

(Prentice, 2019). These qualities allow someone who is emotionally intelligent to 

comprehend and empathise with others. Consumers' emotional maturity may assist them to 

connect with workers on an emotional level to improve their experience with employee 

service in the event of a service contact. 

Prentice, Chen, & King (2013) studied how emotional intelligence and occupational 

commitment have a moderating effect on the relationship between labour’s emotion and their 

potential outcome in research entitled “Employee performance outcomes and burnout 

following the presentation-of-self in customer-service contexts” Customers' engagement and 

loyalty are highly influenced by their total experience with both workers and AI, according to 

the research. None of the AI dimensions is substantially connected to customer engagement 

when all sub-dimensions of staff and AI service are regressed. Employee responsiveness, 

empathy, and assurance, on the other hand, have a considerable impact on the outcome 

variable. Employee responsiveness refers to the speed with which services are delivered, as 
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well as the desire of workers to assist clients and their availability to answer to their demands. 

In the context of AI services, responsiveness refers to how quickly the AI technologies 

respond. Although AI-powered technologies may answer quickly, in most circumstances, the 

solutions provided by robots are standardised. Customers, on the other hand, enjoy dealing 

with staff and report having a better experience as a consequence of employee answers. 

Finally, they present a planned model that helps institutes think about the internal and 

external implications of AI, which they label the Three C Model of Confidence, Change, and 

Control. 

Pavaloiu (2016) wrote a paper entitled “The Impact of Artificial Intelligence on Global 

Trends. Journal of Multidisciplinary Developments” in which she investigates how artificial 

intelligence influences worldwide trends and how it provides a viewpoint on how to change 

the external stimuli, marketing techniques and management which is affecting the consumers 

and altering their attitude towards business. 

Smidt and Power (2020) asserted that internet product research has expanded dramatically in 

recent years. Amazon, the largest online retailer in the United States, is a shining example of 

how to integrate AI efficiently into online retail. Apart from the extensive selection, quick 

delivery, and low pricing, a more tailored shopping journey may be developed. Thus, 

Amazon may offer location-specific pricing and communicate with customers in their native 

currency (Barmada, 2020). 

Novel marketing strategies, aided by new technology, such as the usage of artificial 

intelligence (AI) systems, stimulate the development of new marketing methods for 

effectively reaching target consumers and providing superior consumer experiences 

(Pusztahelyi, 2020). AI enables customer-centric search and a new level of personalization in 

online purchasing, resulting in a more efficient sales process. The nature of business-
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customer connections has shifted as a result of information technology (IT) (Rust and Huang, 

2014). However, every transformation powered by technology is predicated on trust 

(Pricewaterhouse, 2018). 

The chatbot begins by analyzing the primary fundamental concepts and then delves further 

into the subject. If the user initiates the discussion with a query, the chatbot attempts to 

evaluate the primary subject first and then uses the funnel concept to further reduce the 

subject (Dempt, 2016). By using regular and data-driven semantic methods, the software 

attempts to interpret the user's content. Automatic recognition of data expressions is the goal 

of rule-based approaches. Data-driven methodologies operate similarly to qualitative social 

research's content analysis. Deductive categories are constructed in advance, and then use 

words are coded using these categories to swiftly assign them to related topics (Trendone, 

2016). 

Humans have a greater level of trust in a chatbot when it is viewed as a team member rather 

than a technological gadget. When bots appear in a partnership-oriented manner and 

communicate in a manner similar to that of their users, information is deemed more reliable 

(Reeves & Nass, 1996).  

People have certain expectations of computers and software such as chatbots. That is, 

consumers do not expect their responses to be bullet-pointed and do not wish to be 

overburdened with information. Ideally, the chatbot should reflect the essential information 

precisely and politely. To accomplish this, it is critical that the chatbot recognizes and learns 

about the returning user over time, based on previous discussions and search requests (Reeves 

& Nass, 1996). To improve customer service efficiency and to meet customers where they 

are, service providers offer customer care via a variety of online channels, including company 

websites, social media, email, and chat. Customer support via chat is becoming increasingly 
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important. Chat is a more resource-efficient method for the service provider than email or 

telephone help, as customer service representatives may handle several queries concurrently 

(Tezcan & Zhang, 2014). 

2.2 Customer Experience with Artificial Intelligence  

Pretince and Nguyen (2020) explored the distinct method for engaging customers by using 

artificial intelligence in a paper which was entitled “engaging and retaining customers with 

AI and employee service”. The method used by them for carrying out this research was by a 

poll performed with customers who have used AI products and services in Australia, with an 

emphasis on hotels. Chatbots, conversational robots, virtual help, voice-activated services, 

and enhancers of travel experiences are among the AI tools used by the selected hotels in 

order to provide services to customers. Qualtrics was used to recruit the target respondents 

since it has user-friendly facilities for participants. Potential participants must be over 18 for 

this study they should also have stayed at one of the Australian hotels that have used artificial 

intelligence tools within the last three months of the study.  These requirements were 

addressed by screening queries. For this investigation, digital snowball sampling was used. 

Artificial intelligence (AI) is increasingly being used in service companies to operate 

effectively and efficiently and client experience. The findings of this research concluded and 

showed them how Customers' engagement and loyalty are highly influenced by their total 

experience with both employees and AI, according to the findings. Neither of the Intelligence 

dimensions is significantly connected to customer engagement when all sub-dimensions of 

staff and AI service are regressed.  

Customers who are informed about the advantages of doing business with a particular 

company are more likely to do so. It is not always a pleasant experience to interact with the 

service staff of the company and the AI services because employees may be affected by 
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moods and emotions, which influence their attitudes and behaviors when interacting with 

customers. This can make dealing with the service staff and AI services of the company 

difficult (Prentice, 2013). Employees in service roles interact with both internal coworkers 

and management as well as external customers on a regular basis because of the boundary 

roles they play in the organisation. As a result of role conflicts and a lack of support from 

management, employee service performance and, as a direct consequence of this, customer 

experience and perception can be negatively impacted (Neves and Eisenberger, 2012). From 

the point of view of the customer, on the other hand, the potential costs of switching and the 

perceived benefits may be enough to motivate them to look for ways to improve their 

experience and engagement with the organisation. They may be able to expand the tolerance 

zones of customers and empathise with personnel in order to convince them to accept a lower 

level of service because of their high level of emotional intelligence. 

Consumer loyalty indicates that a customer will continue to use a product or products offered 

by the same company, make referrals to other businesses, and either intentionally or 

unintentionally provide strong word-of-mouth references and publicity (Bowen and 

Shoemaker, 1998). Oliver (1999) defines loyalty as "a deeply held psychological 

commitment to consistently repurchase or re-patronize a preferred product/service in the 

future, resulting in the repetitive same brand or same brand-set purchasing, despite situational 

influences and marketing efforts having the potential to cause switching behavior." In other 

words, loyalty is "a deeply held psychological commitment to consistently repurchase or 

repatronize a preferred product/service in the future, resulting in repetitive same brand or 

same brand-set purchasing." The authors Javalgi and Moberg (1997) defined loyalty from 

three different perspectives: behavioural, attitudinal, and decision-making. The attitudinal 

perspective takes into account a customer's preferences in addition to their feelings about a 
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particular brand, in contrast to the behavioural perspective, which is based on the number of 

times a specific brand was purchased. 

Mobile marketing is viewed as a potential investment area as well as a way to improve the 

level of satisfaction experienced by customers. It also helps to strengthen the relationship 

between the parties and contributes to an increase in consumer communication and 

interaction between customers and businesses, which ultimately results in an increase in 

customer satisfaction and loyalty (Anjorin and Amarsana, 2012). Mobile marketing is one of 

the active forces that can have an effect on a company's brand awareness, composition, and 

loyalty (Galeano et al., 2016). The internal promotion has a direct impact on impulsive 

purchases made online, whereas external promotion has an indirect impact through its ability 

to elicit positive responses to online in-store promotion (Bucht and Gillberg, 2015). 

Mohannad, Daqar, & Smoudy (2019) conducted research entitled “The Role of Artificial 

Intelligence on Enhancing Customer Experience”, which aims to look into the function of 

artificial intelligence (AI) in enhancing the customer experience in several businesses in 

Palestine, such as banks and telecommunication providers. The primary data for this study 

came from interviews and a standardised questionnaire. The study's findings demonstrated 

that AI and customer experience had a good and significant association. AI accounted for 

26.4 per cent of the variance in customer satisfaction (R2=0.264, F(1.89)=28.634, P 0.05). 

Customer experience has two dimensions: customer service and after-sale support. According 

to the study, AI predicted 22.9 per cent of customer service variance, but only 7% of after-

sale support variance. Furthermore, delivering Personalized Customer Service throughout a 

customer's purchasing journey has a significant impact on customer satisfaction. According 

to the report, businesses should provide more individualized services to clients, since this has 

an impact on their overall experience with the company. Similarly, using AI in call centres 

and other after-sales support services to reduce client wait times is highly encouraged. In 
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order to explore how organizations gain from deploying AI, a sample of two companies 

was selected and interviewed for the qualitative method. Because the quantitative approach's 

population comprises all Internet users in Palestine, a random sample of this large population 

was chosen. The questionnaire was then filled out by a random sample of 80-90 users in 

order to examine their attitudes regarding AI. The authors find that the research hypotheses 

fit their results after comparing the outcomes of the executed analysis. First, the regression 

and correlation studies show that there is still a favorable association between AI and user 

experience, as well as a direct link between AI and offering tailored customer care including 

after-customer assistance. Authors demonstrate that delivering individualised customer care 

throughout the client's purchase journey has a significant influence on the customer 

experience by combining descriptive analysis with the previous findings. Additionally, using 

AI in contact centres and other after-sales support services would reduce client wait times, 

hence improving the customer experience. 

Yau, Saad and Chong (2021) led a research entitled “Artificial Intelligence Marketing (AIM) 

for Enhancing Customer Relationships they presented an artificial intelligence marketing 

(AIM) framework based on the literature that allows automated systems to obtain big 

information and data, utilise AI technology to generate knowledge, and afterwards distribute 

and implement that knowledge and improve relationships with customers in an experience 

and understanding environment. They pulled together and curate a broad variety of relevant 

literature, including real-life instances and cases, to construct the AIM framework, and 

then they analyse how these literature contribute to the framework in the study subject. They 

discussed the AIM framework from an interdisciplinary standpoint, emphasising the 

importance of artificial intelligence and marketing research in academia. Pre-processor, main 

processor, and memory storage are the three essential components of the AIM framework. 

The essential component, the main processor, employs artificial intelligence to interpret 
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structured data processed by the pre-processor in order to make real-time judgments and 

reasonings. The artificial intelligence method is distinguished by its hypothetical powers, 

learning paradigms, and human-like operating modes. The strategic use of the literature-

based AIM framework to improve customer relationships is discussed, including customer 

trust, satisfaction, commitment, engagement, and loyalty. Finally, prospective research 

avenues are discussed in order to further this multidisciplinary study area. The conclusion 

that they derived was based on the aim framework they considered that this provided them 

four considerable advantages including increasing the efficiency of activities in the marketing 

sector also increasing the accuracy of decisions made in solving problems and predictions 

that are made in reasoning based on big data. They finally concluded that Artificial 

intelligence marketing (AIM), an interdisciplinary study area, is a disruptive technology that 

allows computers to automate the process of gathering and analyzing large amounts of data 

and information in order to develop marketing mix expertise. This skill is required to provide 

scaled personalisation, which has hitherto proven difficult to do with human effort alone. 

This study reviews the research and proposes an AIM framework for improving customer 

relationships, encompassing consumer trust, contentment, dedication, involvement, and 

commitment. The strategic framework is made up of three primary components: a pre-

processor, the main processor, and memory storage, and it was created using a variety of 

relevant literature. The primary processor's putative powers, learning paradigms, and human 

operating modes may all be used to describe it. Despite the proposed AIM framework's 

completeness, there are various research possibilities, such as (a) learning sentimentality or 

mindset; (b) removing discrimination and prejudice; (c) improving interpretability and 

understandability; (d) having to learn tacit and explicit knowledge; and (e) explore different 

ability to obtain and harness consumer, user, and outer market information. 
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Berry et al. (2006) discovered that AI-powered services are classified as functional 

experiences in their study of service experience typology. Nanji (2019) states that the vast 

majority of users are unhappy or disappointed with the AI-powered services they use and 

would prefer to interact with human support. This study provides a fresh look at how 

customers' interactions with AI and employee-provided services affect their relationship with 

the service organisation. Given the importance of staff service in customer reactions and the 

pervasiveness of AI-powered services within enterprises, this study provides a fresh look at 

how customers interact with AI and employee-provided services. Customer’s participation in 

the organisation as well as their loyalty behaviours demonstrate customer relationships 

(Lemon and Verhoef, 2010). This investigation would supplement the previous research on 

customer engagement by providing additional strategies to encourage customer interaction 

with the organisation. 

Følstad. Nordheim and Bjørkli (2018) led a research entitled “What Makes Users Trust a 

Chatbot for Customer Service? An Exploratory Interview Study” in their study they 

explained Chatbots are becoming more popular as a client service option. Users must have 

faith in chatbots to give the necessary help before they employ them for this purpose. 

However, there is presently a scarcity of information on the aspects that influence users' 

confidence in chatbots. They accomplished their aim by presenting an interview study that 

fills in the gaps in people's expertise. There are thirteen users of Customer service chatbots 

who were questioned about their experiences with them. The chatbots and the elements that 

influence their faith in them Users' faith in chatbots Customer service was shown to be 

influenced by (a) elements related to the individual product. The quality of the chatbot's 

understanding of requests and advice, in particular, not just in terms of human-likeness, self-

presentation, and professional look, but also in terms of (b) as a result of service-related 

considerations. In response to the question of research, they preferred to choose and definable 



40 
 

design of research. Precisely, to accumulate insights that are rich in depth they carried out a 

semi-planned interview study. They start with a summary of the participants' replies to the 

subjects of perceived advantages and limitations of chatbots for customer support in the 

findings section. Then they go on to the area that corresponds to the study question – 

variables impacting confidence. Some of the benefits of chatbots as described by them in this 

study were help and information was fast and easily accessible and the response was also 

rapid another benefit waste also worked perfect for simple and some common questions and 

provide answers to those questions who have passed by the substantial quality control. 

According to them, there were some limitations of this research as well.  They explained as 

the goal of this research was to provide a foundation for understanding customer service 

chatbot trust. This goal was pursued via exploratory interview research, which resulted in 

several significant limitations. Three of these restrictions will be addressed in this section. 

First, the survey is tiny in scope, with just 13 people using chatbots for customer assistance. 

Due to this constraint, they were able to investigate a variety of characteristics that may 

influence chatbot trust. Simultaneously, the generality of the discovered criteria may be 

questioned. Future research is required to confirm and expand on the results of this study, 

which will need the participation of a greater number of users. Second, the research is carried 

out in a particular setting: four Norwegian customer service chatbots. Because of this 

constraint, they were able to conduct a thorough investigation of the user experience and 

trustworthiness of these chatbots. Furthermore, the environment they chose enabled them to 

conduct the research in a market where digital technology adoption is strong, which is 

favourable to the results' relevancy. Simultaneously, comparable data sets in other 

marketplaces should be added to the research. Third, since the study's goal was exploratory, 

the data collection and analysis were not directed by particular theoretical conceptions of 

chatbot trust. This constraint arises from the study's status as a first step toward gaining a 
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better understanding of the subject. The use of a theoretical framework to guide future 

research will be beneficial. Hopefully, the findings of this research will serve as a foundation 

for developing such a framework. They've provided experimental interview research that 

sheds insight on the aspects that influence chatbot users' trust. Not only do the identified 

variables apply to chatbots, but also to the service context in which they are used. The 

outcomes of the research are presented as a first step in developing a framework for 

consumer service chatbot confidence. The results also have a variety of ramifications for 

chatbot designers and developers. Chatbots must be trusted by users in order to fully achieve 

their potential for customer service. They believe that such a discovery will spur more study 

in this crucial sector. 

Ameen et al. (2021) led research entitled “Customer experiences in the age of artificial 

intelligence.” The way people engage with companies is changing because of artificial 

intelligence (AI). There is a scarcity of empirical research on AI-assisted consumer 

interactions. As a result, the goal of this research is to see how integrating AI into shopping 

might lead to a better AI-enabled consumer experience. The confidence theory and the 

quality of service concept are used to develop a theoretical model. Consumers who utilised a 

beauty product's AI-enabled application were asked to complete an online survey. Partial 

least structural model was used to analyse a total of 434 answers. The results show that 

perceived sacrifice and trust play an important role in moderating the impacts of perceived 

convenience, personalization, and AI-enabled service excellence. The results also show that 

relationship commitment has a major impact on AI-enabled customer experience. This 

research adds to the previous literature by highlighting the mediating impacts of trust and 

perceived sacrifice on AI-enabled customer experience, as well as the direct influence of 

relationship commitment. Furthermore, the research has practical consequences for 

merchants that use AI in their client services. All of the components' assessment items were 
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taken from past research: AI-enabled consumer experience, AI-enabled quality of service, 

relationship quality, trustworthiness, perceived ease, personalization, and perceived 

compromise. Each aspect was assessed using a variety of items. A seven-point Likert scale 

with anchors ranging from "strongly disagree" to "strongly agree" was used for each topic. 

They concluded finally that there study was a huge contribution towards understanding of AI 

technology. Their research is a pioneering attempt to examine how a cutting-edge technology, 

artificial intelligence, might enhance the purchasing experience for customers by stressing the 

hedonic and recognition components of AI-enabled customer encounters. In AI-enabled 

customer experience, their research also reveals the beneficial function of relationship 

commitment, as well as the major mediating effects of trust and perceived sacrifice. 

2.3 Customer Engagement with AI Features  

Customer engagement is a sort of co-creation between service providers and their consumers 

that has been identified as a marketing approach to increase customer purchase and loyalty 

(Brodie et al., 2011; Hoyer et al., 2010; Nambisan and Nambisan, 2008). Because the amount 

of involvement with a service organisation and its linked enterprises has financial 

ramifications for the organisation as well as for clients, this notion has gained widespread 

acceptance in marketing literature (Doorn et al., 2010). Customer engagement has been 

conceptualised in a variety of ways due to the fact that it is a relatively new idea. As a result, 

there is variability in both the drivers and the results of the literature. In accordance with the 

relevant literature, customer engagement is defined as the sum of a customer's behavioural, 

cognitive, and emotional involvement with a company (Hollebeek, 2011b; Prentice et al., 

2018, 2019b). They also examined consumer engagement from the viewpoints of emotive, 

cognitive, and psychological factors. Customer identification, which indicates their perceived 

oneness with or belongingness to the brand or organisation; attention, which indicates their 

attention, focus, and connection with the brand or organisation; enthusiasm, which indicates 
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customers' exuberance and interest; absorption, which indicates customers' pleasant state of 

mind; and interaction, which indicates customers' participation with the brand or organisation 

were included in this assessment. Each dimension has its own set of antecedents and 

consequences (Hollebeek, 2011a).  

Customers' negative emotions may colour their perceptions of the company and interactions 

with employees. While some customers may be unhappy with the service they received, 

others may sympathise with the employees. This response is reflected in their emotional 

talents, which combine to form their emotional intelligence. The concept of emotional 

intelligence in the context of an organisational setting has received a lot of attention over the 

last three decades as a critical component of individual and organisational results. Emotional 

intelligence is regarded as a type of human intelligence. There has been no research to date 

into how customers' emotional intelligence affects the quality of service they receive and 

their relationship with the company that provides that service. More specifically, how such 

human and machine intelligences (AI) might be combined to improve an organization's 

performance (Prentice et al., 2013). 

An artificial intelligence-based marketing analytics tool can determine whether or not a 

product design is suitable for meeting the needs of customers and, as a result, whether or not 

customers are satisfied (Dekimpe, 2020). Topic modelling improves the system's capabilities 

in terms of service innovation and design (Antons & Breidbach, 2018). The preference 

weight assigned to product attributes during product search helps marketers understand the 

product recommender system and align marketing strategies for meaningful product 

management (Dzyabura & Hauser, 2019). Deep learning allows for the personalization of 

point of interest recommendations, which also aids in the exploration of new locations (Guo 

et al., 2018). Artificial intelligence's capabilities enable services and products to be tailored to 

the specific needs of individual customers (Kumar et al., 2019). 
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AI can better understand consumers' online information search and product selection habits in 

order to provide a more personalised shopping experience (Rust and Huang, 2014). It's an 

excellent opportunity for online merchants to analyse the profiles of existing and prospective 

customers and so recommend tailored marketing offerings (Onete, Constantinescu and Filip, 

2008). Additionally, AI enables constant and interactive engagement with both customers and 

employees. A chatbot can automate frequently asked questions (FAQs) about products, their 

use, and the purchase procedure. Automated algorithms are used in new sales models to 

promote unique, personalised marketing products, enhancing consumer happiness and 

engagement. The most up-to-date methods for enhancing the overall quality of the customer 

experience are those that are powered by AI and include data science and emerging 

technologies such as extended reality, robots, recommender systems, the internet of things, 

and conversational agents, amongst others. A survey conducted by Bain & Company found 

that the majority of companies already use AI-based customer experience tools in order to 

maintain a sustainable competitive advantage (Toit, 2020).  

Consumer confidence, according to Kim, Ferrin, and Rao (2008), has a favourable effect on a 

consumer's propensity to purchase. The more trust a consumer has in an online store, the 

more likely the consumer will complete the purchase process. When a customer senses a 

financial risk, trust is critical. Hoy, (2018) in the work on, “Alexa, Siri, Cortana, and more: 

An introduction to voice assistants” tells that using artificial intelligence to provide novel 

features and simple solutions for everyday activities has transformed the digital world and 

shaped the web and mobile marketplaces. Examples include face recognition, voice assistants 

like "Siri, Alexa, and Cortana, bright selfies, and augmented reality, among other things." 

Amazon and Netflix are already utilizing machine learning to target specific customers with 

advertisements. Smartphone manufacturers are actively enhancing their gadgets by including 

dedicated artificial intelligence processors. Specialized hardware is built into the latest 
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"Samsung Galaxy, Google Pixel, and Apple iOS smartphones" with the goal of increasing the 

efficiency with which AI-based operations can be handled. Despite the fact that this 

capability was present in only 3 percent of phones in 2017, it is expected to be present in 

approximately 35 percent of all mobile devices sold in 2018. 

Thatcher et al. (2013) classified trust into two categories: general and particular trust. The 

term "general trust" refers to the e-commerce environment, as well as customer perceptions 

and attitudes regarding it. Specific trust is associated with a certain virtual store shopping 

experience. Confidence can be increased by interactive communication between the store and 

the buyer, which includes the use of appropriate product descriptions and visuals that 

minimise perceived risk. As Cătoiu et al. (2014) point out, there is a substantial inverse 

relationship between perceived risks and trust. 

Lee et al. (2008) examined the effect of negative online customer reviews on consumer 

product attitudes and discovered that a large proportion of unfavourable online consumer 

reviews leads in a conformity effect. It is possible that bad online reviews have an effect on 

real purchasing behaviour or at the very least purchase intention. Gacanin and Wagner (2019) 

explained the difficulties associated with implementing autonomous customer experience 

management (CEM). The report also described how artificial intelligence and machine 

learning were employed to build an intelligence network that was a substantial economic 

value generator. An artificial intelligence-powered chatbot that makes use of Natural 

Language Processing has improved the client experience (NLP). Artificial intelligence and 

machine learning algorithms aided in the efficient processing of data, allowing us to reach the 

most appropriate conclusion. Customer service is crucial in distinguishing between 

customers' perceptions of the organization's service excellence and the perceptions of other 

employees. Customer service experiences are being influenced by artificial intelligence (AI), 

according to recent research (Xiang et al., 2015). Artificial intelligence-powered services are 
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becoming increasingly prevalent in business processes as a cost-effective solution to improve 

organizational efficiency and service delivery (e.g. providing convenience to customers by 

using 24-h auto-messaging services). 

Doorn et al. (2010) explored the other side of this area and led a research entitled “Customer 

engagement behaviour: theoretical foundations and research directions”. they provided a 

different point of view from a consumer, company, and context-based viewpoint, presented a 

complete conceptual framework to identify its components, antecedents, and repercussions 

Consumer determinants (such as contentment, trust, and commitment) might be the 

consequence of the firm's activities. Governmental, financial, societal, and technical context-

based elements may be opportunist and uncontrolled. According to this research, 

organization-based motivations are more appealing when it comes to attracting consumer 

participation through providing a pleasant customer experience. Even though each interaction 

with the organisation contributes to the overall customer experience, in people-intensive 

industries, the moment of truth is the service encounter with an employee service 

representative, which is critical to the customer's perception of a company's service quality 

and their willingness to engage with the firm's products and services (Prentice, 2016). 

Employee service is the first and most important point of contact for the client before, during, 

and after the service process is completed. This interaction has a significant impact on 

consumers' impressions of any service encounter and is critical in determining the amount of 

perceived service quality a customer perceives (Prentice, 2013a, 2013b, 2019). Customers 

often rely their opinion of an organisation mainly on the service they get from customer 

contact staff, and communication between an employee and a client is a mutually 

participatory process that requires both parties to participate (Prentice, 2019). 

Ojapuska (2018) whose research was entitled as “the impacts of chatbots in customer 

engagement” states that in today’s world’s consumer a rapid and personalized service that 
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may or might not involve interactions with human beings. It also states that businesses are 

quickly using chatbots to increase customer connection, customer engagement, the 

purchasing process, and the automated resolution of recurrent enquiries, all of which lead to a 

pleasant customer experience. 

Brandtzaeg And Følstad (2017) explored about uses of chatbots in their paper entitled as 

“why people use chatbots, conference paper, internet sciences” People are interested in using 

chatbots because they are productive in that they make it easier to access information, speed 

up operations, and are available 24 hours a day, seven days a week. It goes on to say that 

consumers find interacting with chatbots fun and that it is a standard customer service, which 

sums up the main motivations pushing organisations to employ chatbots to improve customer 

experience. Personalized marketing is a kind of target marketing that makes use of pieces of 

data and automated to deliver tailored content to consumers in order to increase engagement 

and improve the customer experience.  

André et al. (2017) entitled “Consumer Choice and Autonomy in the Age of Artificial 

Intelligence and Big Data” discusses how current innovations in artificial intelligence-driven 

marketplaces and micro-targeting of consumers have assisted in individualising content 

suggestion for customers, hence making the options more customised and easier to pick from.  

Personalization in marketing, according to a report by James (2018) which was given the title 

“Artificial Intelligence in Marketing”, aids in addressing specific consumer wants throughout 

the customer journey while without breaching the client's privacy. The notion of hyper-

personalization is explained in detail in order for marketers to better grasp their customers' 

viewpoints and optimise their marketing methods. According to the study by Zumstein and 

Hundertmark (2017) entitled as “Chatbots – An interactive technology for personalized 

communication, transactions and services” and “Using Learning Analytics to Understand the 
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Design of an Intelligent Language Tutor” respectively., chatbots aid in the provision of 

individualised connection with clients, allowing them to reach out to the company at any time 

and from any location. It also discusses how chatbots assist in the collecting of consumer data 

regarding product, service, and content preferences, use patterns, and the creation of 

additional user contact points to increase convenience, as well as the provision of tailored 

service using deep learning.  

Many studies have revealed that the vast majority of users are unsatisfied or frustrated with 

AI-powered services and prefer personal interactions with human customer service 

representatives (Nanji, 2019). As a result of the importance of staff service in determining 

customer reaction and the widespread use of artificial intelligence-powered services within 

enterprises, this study provides a fresh perspective on how customers' experiences with 

artificial intelligence and employee-provided services affect their relationship with the 

service organization. Participants in an organization's activities and loyalty behaviors are 

examples of how customers demonstrate their relationships with the organization. This 

analysis would be a significant contribution to the study of customer engagement and the 

development of additional measures to stimulate consumer involvement with an organization. 

Hancock et al. (2011) found a number of factors that contribute to such trust, categorising 

them as human-related, robot-related, and environmental. Corritore et al. (2003) established a 

widely acknowledged theory of trust in interactive systems, focusing on users' trust in 

websites. Credibility, ease-of-use, and risk were identified as critical determinants of trust in 

this paradigm. While the concept of trust in technology is controversial (Fryer and Carpenter, 

2006), there is a growing amount of study on the subject. For instance, in a review paper on 

robot trust. Trust has been studied historically in relation to interpersonal relationships, 

organisations, and society (Rousseau, et al., 1998), and is frequently described as inducing a 

sense of belonging (Schoorman, et al., 2007) and facilitating frictionless interaction and 
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collaboration between humans (Botsman, 2017). Mayer et al. (1995), in one of the most 

widely used models of organisational trust, identified three critical drivers of trust, namely 

the trustee's opinions of the trustor's expertise, compassion, and integrity. 

When developing strategies and planning marketing activities, marketers can benefit from 

using artificial intelligence to help with segmentation, targeting, and positioning (STP). In 

addition to STP, artificial intelligence can assist marketers in visualising the strategic 

orientation of the company (Huang & Rust, 2017). Text mining and machine learning 

algorithms have the potential to be utilised in a wide range of industries, including banking 

and finance, art marketing, retail, and tourism, in order to locate customer segments that are 

most likely to generate a profit (Dekimpe, 2020; Netzer et al., 2019; Pitt et al., 2020; Valls et 

al., 2018). The pool of customers that are targeted can be narrowed down even further by 

using a combination of data optimization techniques, machine learning, and causal forests 

(Chen et al., 2020; Simester et al., 2020). 

Bloom's taxonomy of educational learning objectives was revised by Anderson and 

Krathwohl (2001) to place creation at the top of the hierarchy as the most important learning 

objective (Bloom et al., 1956). This was achieved through the revised version of Bloom's 

taxonomy that they created. They explain it as "putting elements together to form a coherent 

or functional whole; reorganizing elements into a new pattern or structure." "Putting elements 

together to form a coherent or functional whole." Bringing together disparate elements to 

form a whole that is either coherent or functional will demonstrate that the most significant 

factor that differentiates AI algorithms from conventional statistical methods is the idea of 

knowledge creation as it relates to Anderson's taxonomy. The authors argue that making such 

a distinction has significant implications for the likelihood of adopting AI technologies in 

aspects of marketing that require knowledge transfer or stand to benefit from it. Deep 

artificial neural networks are the primary focus of the vast majority of artificial intelligence 
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applications in the business world. These networks are utilised to solve challenging predictive 

problems that were thought to be unsolvable in the past. Marketers can use predictive 

analytics to forecast future marketing actions and how those actions will impact behavior, 

generate insights to improve leads, acquire new customers, and achieve pricing optimization, 

among other things. They can also use predictive analytics to forecast how those actions will 

impact pricing (Murray & Wardley, 2014; Power, 2016). Researchers and managers in the 

field of marketing frequently establish objectives such as the maximisation of profit and 

market share, product cannibalization, customer retention, and utility maximisation (for 

examples, see Gonül and Hofstede, 2006; and Natter et al., 2007). Defining a holistic 

objective function is essential, however, because an AI algorithm is not restricted by common 

sense and does not have to operate within the confines of a predefined set of features or 

model specifications. This makes it possible for the algorithm to operate more freely. 

The term "hassle-free service" refers to a service that is trouble-free, methodical, and 

problem-free, and in which the customers' demands are met without the presence of obstacles 

or confusion. Using blended artificial intelligence (AI), which is a combination of artificial 

intelligence and human intelligence, as well as data analytics, the articles by Görgens (2019) 

entitled “How can Artificial Intelligence use big data to form a better customer experience” 

and “Artificial Intelligence – Creating automated insights for customer relationship 

management.” AI (artificial intelligence) enables data analysis and individualised consumer 

experiences that would not be possible without machine learning's efficiency and efficacy. 

However, several earlier authors have noted a perceived lack of human touch, and additional 

investigation has revealed that data privacy is a big worry for customers. Clients are aware 

that businesses utilise their information to target them with customised advertisements. They 

do not, however, like to share their data with third parties and have little faith in organisations 

with regard to their information. As a result, Blended AI has been promoted as a panacea for 
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all issues. Blended artificial intelligence is a synthesis of machine and human intellect. In the 

finalisation stage, an agent is utilised to conduct the final analysis of the data for clients. That 

way, organisations regain their human touch, communication is more transparent, and data is 

obtained with permission. As a result, data privacy could be restored. Consumer relationship 

management is critical for businesses, as the customer adds value to the corporation, whether 

economically or emotionally. 

2.4 Virtual Agents 

Virtual agents, also referred to as chatbots or AI agents, are artificial intelligence (AI) 

systems designed to interact with humans in a natural, human-like manner (Justo et al., 2018). 

They are typically used in a variety of contexts, including customer service, e-commerce, and 

healthcare, to provide information, answer queries, and guide users through various processes 

(Ben Saad & Choura, 2023). 

One of the key features of virtual agents is their ability to understand and respond to natural 

language. This is made possible through the use of natural language processing (NLP), a 

branch of AI that enables machines to interpret and generate human language (Justo et al., 

2018). This capability allows virtual agents to understand user queries, regardless of how 

they are phrased, and to provide appropriate responses. 

Virtual agents are also characterized by their ability to provide personalized service. By 

leveraging machine learning algorithms, virtual agents can learn from past interactions, 

understand user preferences, and provide personalized recommendations (Ben Saad & 

Choura, 2023). This ability to provide personalized service can significantly enhance the user 

experience and improve customer satisfaction. 
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Furthermore, virtual agents are capable of operating 24/7, ensuring that user queries are 

addressed promptly, regardless of the time of day (Söderlund & Oikarinen, 2021). This 

round-the-clock service can significantly enhance customer satisfaction, particularly in 

sectors such as e-commerce and customer support where timely response is critical. 

Virtual agents are AI systems designed to interact with humans in a natural, human-like 

manner. They are characterized by their ability to understand and respond to natural 

language, provide personalized service, and operate 24/7. As AI technology continues to 

evolve, it is anticipated that the capabilities of virtual agents will continue to expand, further 

enhancing their potential benefits. 

2.4.1 Role of AI in Virtual Agents 

Artificial Intelligence (AI) plays a pivotal role in the functionality and effectiveness of virtual 

agents. These AI-powered entities, also known as chatbots or AI agents, leverage advanced 

AI technologies to interact with users in a human-like manner, providing personalized 

responses, learning from past interactions, and making intelligent decisions. 

One of the primary roles of AI in virtual agents is enabling natural language processing 

(NLP). NLP is a branch of AI that allows machines to understand, interpret, and generate 

human language. This technology enables virtual agents to understand user queries, 

regardless of how they are phrased, and provide appropriate responses. This capability is 

crucial for enhancing the user experience and ensuring effective communication between the 

virtual agent and the user (Justo et al., 2018). 

AI also enables virtual agents to provide personalized service. By leveraging machine 

learning algorithms, virtual agents can learn from past interactions, understand user 

preferences, and provide personalized recommendations. This capability can significantly 
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enhance the user experience and improve customer satisfaction. For instance, Ben Saad and 

Choura (2023) found that virtual recommendation agents, powered by AI, could effectively 

guide consumers in their purchase decisions, thereby enhancing customer satisfaction. 

Furthermore, AI enables virtual agents to make intelligent decisions. For instance, in a 

customer service scenario, an AI-powered virtual agent can analyze a customer's query, 

determine the best course of action, and either provide a solution or escalate the issue to a 

human agent. This decision-making capability can significantly enhance the efficiency and 

effectiveness of customer service (Söderlund and Oikarinen, 2021). 

AI also plays a crucial role in the continuous improvement of virtual agents. Through 

machine learning, virtual agents can learn from their interactions with users, continuously 

improving their performance over time. This capability is crucial for ensuring that virtual 

agents remain effective and relevant in the face of changing user needs and expectations 

(Contreras & Valette-Florence, 2023). 

AI plays a pivotal role in the functionality and effectiveness of virtual agents. By enabling 

natural language processing, personalization, intelligent decision-making, and continuous 

learning, AI ensures that virtual agents can provide a high-quality, human-like interaction 

experience. As AI technology continues to evolve, it is anticipated that the capabilities of 

virtual agents will continue to expand, further enhancing their potential benefits. 

2.4.2 Virtual Agents in Different Sectors 

The use of virtual agents has permeated various sectors, demonstrating the versatility and 

adaptability of this technology. The use of virtual agents in different sectors underscores the 

versatility and adaptability of this technology. Whether in e-commerce, education, healthcare, 

or tourism, virtual agents have demonstrated their potential in enhancing customer service, 
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improving user engagement, and transforming traditional business models. As technology 

continues to evolve, it is anticipated that the application of virtual agents will become even 

more widespread, permeating other sectors and revolutionizing the way we interact with 

digital platforms. 

In the e-commerce sector, virtual agents have been utilized to enhance customer service and 

improve the overall shopping experience. Antonescu, Barbu, and Luchian (2017) explored 

the integration of e-commerce in the tourism industry, highlighting the role of virtual agents 

in facilitating transactions and providing personalized recommendations to customers. Their 

study underscores the potential of virtual agents in transforming traditional business models 

and enhancing customer engagement in the digital landscape. 

In the realm of education, virtual agents have been employed to facilitate adaptive learning. 

Kazoun, Kokkinaki, and Chedrawi (2022) investigated the factors affecting the use of AI 

agents in adaptive learning in the higher education sector. Their research revealed that AI 

agents could provide personalized learning experiences, thereby improving student 

engagement and learning outcomes. This finding suggests that virtual agents could play a 

crucial role in the future of education, particularly in the context of online learning and 

distance education. 

The healthcare sector has also witnessed the integration of virtual agents, particularly in 

patient care and health management. Kocakoç (2022) discussed the role of artificial 

intelligence in healthcare, emphasizing the potential of virtual agents in improving patient 

care. Virtual agents can provide health advice, facilitate appointment scheduling, and monitor 

patient health, thereby enhancing the efficiency and effectiveness of healthcare services. This 

research highlights the transformative potential of virtual agents in healthcare, a sector that is 

increasingly embracing digital technologies. 
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In the tourism industry, virtual agents have been used to enhance customer service and 

provide personalized travel recommendations. Antonescu et al. (2017) examined the use of e-

commerce in the tourism industry, highlighting the role of virtual agents in facilitating 

transactions and enhancing customer engagement. Their study underscores the potential of 

virtual agents in transforming the tourism industry, particularly in the context of online 

booking and travel planning. 

The service sector has been significantly transformed by the advent of virtual agents, with 

these AI-powered entities playing a crucial role in enhancing customer service and improving 

operational efficiency. Virtual agents, with their ability to provide round-the-clock service, 

handle multiple queries simultaneously, and offer personalized responses, have become an 

integral part of the service industry. 

In the realm of customer service, virtual agents have been employed to provide immediate 

responses to customer queries, thereby enhancing customer satisfaction and loyalty. For 

instance, Söderlund and Oikarinen (2021) examined the role of perceived humanness in 

virtual agents as a source of customer satisfaction in the service sector. Their study revealed 

that customers tend to be more satisfied when they perceive virtual agents as more human-

like, underscoring the importance of designing virtual agents that can mimic human 

interaction effectively. 

Virtual agents have also been used to mitigate negative effects when service fails. Sands, 

Campbell, Plangger, and Pitt (2022) explored the role of virtual service agents, or "buffer 

bots," in mitigating the negative effects of service failure. Their study found that virtual 

agents could effectively manage customer complaints and reduce customer dissatisfaction, 

highlighting the potential of virtual agents in crisis management. 
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In the context of sales, virtual agents have been employed to enhance interaction between 

salespeople and consumers. Ben Saad and Choura (2023) investigated the role of virtual 

recommendation agents in improving the interaction between salespeople and consumers. 

Their study found that virtual agents could effectively guide consumers in their purchase 

decisions, thereby enhancing sales performance and customer satisfaction. 

Furthermore, virtual agents have been used to facilitate online shopping, particularly during 

the Covid-19 crisis. Saad and Choura (2022) explored the impact of anthropomorphic virtual 

agents on consumers' psychological states during online shopping amid the pandemic. Their 

study revealed that virtual agents could effectively alleviate consumers' anxiety and enhance 

their shopping experience, underscoring the potential of virtual agents in facilitating online 

shopping in times of crisis. 

Virtual agents have significantly transformed the service sector, enhancing customer service, 

improving operational efficiency, and facilitating online shopping. As technology continues 

to evolve, it is anticipated that the role of virtual agents in the service sector will become even 

more crucial, driving innovation and improving customer experience. 

2.4.3 Impact of Virtual Agents on User Experience 

The user experience, a critical factor in the success of any digital interaction, has been 

significantly influenced by the advent of virtual agents. These AI-powered entities have been 

instrumental in shaping the way users interact with digital platforms, affecting various 

aspects of the user experience, from engagement and satisfaction to trust and perceived value. 

One of the key areas where virtual agents have made a significant impact is in enhancing user 

engagement. For instance, Ben Mimoun, Poncin, and Garnier (2012) conducted a study on 

embodied virtual agents, analyzing the reasons for their failure. They found  that the success 
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of virtual agents largely depends on their ability to engage users effectively. This finding 

underscores the importance of designing virtual agents that can capture and sustain user 

attention, thereby enhancing user engagement. 

Virtual agents have also been found to influence user satisfaction. Söderlund and Oikarinen 

(2021) examined how perceived humanness in virtual agents could source customer 

satisfaction. They found that users tend to be more satisfied when they perceive virtual agents 

as more human-like. This finding suggests that the design of virtual agents, particularly their 

ability to mimic human interaction, plays a crucial role in shaping user satisfaction. 

In terms of trust, Callebert, Lourdeaux, and Barthes (2016) explored the role of trust-based 

decision-making systems in action selection by autonomous agents. Their study revealed that 

trust plays a critical role in the interaction between humans and virtual agents, affecting user 

acceptance and adoption of these agents. 

The perceived value of the online visit has also been found to be influenced by virtual agents. 

Charfi and Lombardot (2015) investigated the impact of e-atmospheric elements on the 

perceived value of the online visit. They found that virtual agents, as part of the e-

atmospheric elements, can significantly enhance the perceived value of the online visit, 

thereby improving the overall user experience. 

Virtual agents have a significant impact on the user experience, influencing user engagement, 

satisfaction, trust, and perceived value. As such, the design and implementation of virtual 

agents should be carefully considered to ensure that they enhance, rather than detract from, 

the user experience. Future research should continue to explore the impact of virtual agents 

on the user experience, with a focus on understanding how these agents can be optimized to 

meet the evolving needs and expectations of users. 
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2.4.4 Impact of Virtual Agents on Customer Satisfaction 

Customer satisfaction, a key determinant of business success, has been significantly 

influenced by the advent of virtual agents. These AI-powered entities have the potential to 

enhance customer satisfaction by providing personalized, efficient, and round-the-clock 

service. 

One of the primary ways in which virtual agents can enhance customer satisfaction is through 

their ability to provide immediate responses to customer queries. In today's fast-paced digital 

world, customers expect quick and efficient service. Virtual agents, with their ability to 

provide instant responses, can meet these expectations, thereby enhancing customer 

satisfaction. For instance, Söderlund and Oikarinen (2021) found that customers tend to be 

more satisfied when they perceive virtual agents as more human-like, underscoring the 

importance of designing virtual agents that can mimic human interaction effectively. 

Virtual agents can also enhance customer satisfaction by providing personalized service. By 

leveraging AI and machine learning technologies, virtual agents can understand customer 

preferences and provide personalized recommendations, thereby enhancing customer 

satisfaction. For example, Ben Saad and Choura (2023) investigated the role of virtual 

recommendation agents in improving the interaction between salespeople and consumers. 

Their study found that virtual agents could effectively guide consumers in their purchase 

decisions, thereby enhancing sales performance and customer satisfaction. 

Furthermore, virtual agents can enhance customer satisfaction by providing round-the-clock 

service. Unlike human agents, virtual agents can operate 24/7, ensuring that customer queries 

are addressed promptly, regardless of the time of day. This round-the-clock service can 

significantly enhance customer satisfaction, particularly in sectors such as e-commerce and 

customer support where timely response is critical. 
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However, it's important to note that the impact of virtual agents on customer satisfaction is 

not always positive. If not properly designed or implemented, virtual agents can lead to 

customer frustration and dissatisfaction. For instance, Ben Mimoun, Poncin, and Garnier 

(2012) conducted a case study on embodied virtual agents, analyzing the reasons for their 

failure. They found that issues such as poor interaction design and lack of human-like 

qualities could lead to customer dissatisfaction. 

While virtual agents have the potential to significantly enhance customer satisfaction, their 

design and implementation need to be carefully considered. Factors such as response time, 

personalization, availability, and human-like interaction play a crucial role in determining the 

impact of virtual agents on customer satisfaction. As such, businesses looking to implement 

virtual agents should focus on these factors to ensure that their virtual agents enhance, rather 

than detract from, customer satisfaction. 

2.4.5 Factors Influencing the Adoption and Effectiveness of Virtual Agents 

The adoption and effectiveness of virtual agents are influenced by a myriad of factors, 

ranging from their perceived usefulness and ease of use to their design and interaction style. 

Understanding these factors is crucial for the successful implementation of virtual agents and 

for maximizing their potential benefits. 

Perceived usefulness and ease of use are among the most significant factors influencing the 

adoption of virtual agents. According to the Technology Acceptance Model (TAM), users are 

more likely to adopt a technology if they perceive it as useful and easy to use (Davis, 1989). 

This model has been applied to the context of virtual agents by several studies. For instance, 

Brachten, Kissmer, and Stieglitz (2021) conducted a survey study on the acceptance of 

chatbots in an enterprise context. They found that perceived usefulness and ease of use were 



60 
 

significant predictors of chatbot acceptance, underscoring the importance of these factors in 

the adoption of virtual agents. 

The design and interaction style of virtual agents also play a crucial role in their 

effectiveness. Justo et al. (2018) explored how ontologies could improve the empathy of 

interactive bots. They found that the design of virtual agents, particularly their ability to 

mimic human-like empathy, significantly influenced their effectiveness. Similarly, Söderlund 

and Oikarinen (2021) found that the perceived humanness of virtual agents was a significant 

source of customer satisfaction, suggesting that the design of virtual agents should aim to 

mimic human-like interaction as closely as possible. 

Social influence is another factor that can influence the adoption of virtual agents. According 

to the Social Influence Theory, individuals are more likely to adopt a behavior if they 

perceive that it is socially accepted or endorsed (Kelman, 1958). In the context of virtual 

agents, Contreras and Valette-Florence (2023) proposed a theoretical model of branded 

chatbot adoption, using a bibliometric and machine learning perspective. They found that 

social influence was a significant predictor of chatbot adoption, suggesting that the social 

acceptance of virtual agents can influence their adoption. 

The adoption and effectiveness of virtual agents are influenced by various factors, including 

perceived usefulness, ease of use, design, interaction style, and social influence. 

Understanding these factors is crucial for the successful implementation of virtual agents and 

for maximizing their potential benefits. Future research should continue to explore these 

factors, with a focus on understanding how they can be optimized to enhance the adoption 

and effectiveness of virtual agents. 

2.4.6 Challenges in the Adoption of AI-Enabled Virtual Agents 
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While AI-enabled virtual agents offer numerous benefits, their adoption is not without 

challenges. These obstacles range from technical and design issues to concerns about privacy 

and trust, and they must be addressed to fully realize the potential of this technology. 

One of the primary challenges in adopting AI-enabled virtual agents is the complexity of their 

design and implementation. Creating a virtual agent that can understand and respond to 

natural language, learn from interactions, and make intelligent decisions requires advanced 

AI and machine learning technologies. This complexity can make the design and 

implementation process time-consuming and costly, particularly for small and medium-sized 

enterprises that may lack the necessary resources and expertise (Brachten, Kissmer, & 

Stieglitz, 2021). 

Another significant challenge is ensuring the quality of the interaction between the virtual 

agent and the user. For a virtual agent to be effective, it must be able to mimic human-like 

interaction as closely as possible. However, achieving this level of realism can be 

challenging. If a virtual agent fails to understand a user's query or provides inappropriate 

responses, it can lead to user frustration and dissatisfaction (Ben Mimoun, Poncin, & Garnier, 

2012). 

Privacy and trust are also major concerns in the adoption of AI-enabled virtual agents. Users 

may be hesitant to interact with virtual agents due to concerns about the privacy of their data. 

They may also lack trust in the ability of virtual agents to provide accurate and reliable 

information or advice. Building trust and ensuring data privacy are therefore crucial for the 

successful adoption of virtual agents (Callebert, Lourdeaux, & Barthes, 2016). 

Finally, there is the challenge of social acceptance. Despite the advancements in AI 

technology, some users may still prefer human interaction over interaction with a machine. 

Overcoming this resistance requires efforts to educate users about the benefits of virtual 
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agents and to design virtual agents that are as human-like as possible (Contreras & Valette-

Florence, 2023). 

While AI-enabled virtual agents offer numerous benefits, their adoption is not without 

challenges. Overcoming these obstacles requires a combination of technological innovation, 

careful design, user education, and efforts to build trust and ensure privacy. As the field of AI 

continues to evolve, it is anticipated that these challenges will be increasingly addressed, 

paving the way for wider adoption of virtual agents. 

2.5 Summary  

The literature review explored the role, impact, and challenges of virtual agents in various 

sectors, with a particular focus on the service sector. Virtual agents, powered by artificial 

intelligence (AI), have been found to significantly enhance customer satisfaction by 

providing immediate responses, personalized service, and round-the-clock availability 

(Söderlund & Oikarinen, 2021; Ben Saad & Choura, 2023). 

In the service sector, virtual agents have been used in a variety of contexts, including 

customer service, e-commerce, and healthcare. They have been found to improve efficiency, 

reduce costs, and enhance customer satisfaction (Söderlund & Oikarinen, 2021; Ben Saad & 

Choura, 2023). However, the adoption of virtual agents in the service sector is not without 

challenges. These include technical and design complexities, concerns about privacy and 

trust, and social acceptance (Brachten, Kissmer, & Stieglitz, 2021; Callebert, Lourdeaux, & 

Barthes, 2016). 

The literature also highlighted the impact of virtual agents on user experience. Virtual agents 

have been found to enhance user experience by providing personalized, efficient, and human-
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like interaction. However, if not properly designed or implemented, virtual agents can lead to 

user frustration and dissatisfaction (Ben Mimoun, Poncin, & Garnier, 2012). 

The review also explored the factors influencing the adoption and effectiveness of virtual 

agents. These include the quality of interaction, personalization, availability, and human-like 

interaction. However, there are challenges in the adoption of AI-enabled virtual agents, 

including design and implementation complexity, interaction quality issues, and concerns 

about privacy and trust (Brachten, Kissmer, & Stieglitz, 2021; Callebert, Lourdeaux, & 

Barthes, 2016). 

While virtual agents offer numerous benefits, their adoption is not without challenges. 

Overcoming these challenges requires a combination of technological innovation, careful 

design, user education, and efforts to build trust and ensure privacy. As the field of AI 

continues to evolve, it is anticipated that these challenges will be increasingly addressed, 

paving the way for wider adoption of virtual agents. 

Despite the growing body of literature on virtual agents, there remain several research gaps 

that justify the need for a study on the motivations and challenges in the adoption of virtual 

agents in the services sector. 

Firstly, while many studies have explored the impact of virtual agents on customer 

satisfaction and user experience (Söderlund & Oikarinen, 2021; Ben Saad & Choura, 2023), 

there is a lack of comprehensive understanding of the motivations behind the adoption of 

virtual agents in the services sector. Understanding these motivations is crucial for businesses 

looking to implement virtual agents, as it can provide insights into the potential benefits of 

this technology and guide the design and implementation process. 
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Secondly, while the challenges in the adoption of AI-enabled virtual agents have been 

acknowledged (Brachten, Kissmer, & Stieglitz, 2021; Callebert, Lourdeaux, & Barthes, 

2016), there is a need for more in-depth exploration of these challenges, particularly in the 

context of the services sector. The services sector is characterized by high levels of customer 

interaction, making it particularly susceptible to the challenges associated with virtual agents, 

such as issues with interaction quality and concerns about privacy and trust. A detailed 

understanding of these challenges can help businesses in the services sector to better prepare 

for the adoption of virtual agents and to develop strategies to overcome these challenges. 

Finally, there is a need for more research on the interplay between the motivations and 

challenges in the adoption of virtual agents. Understanding how these factors interact can 

provide a more nuanced understanding of the adoption process and can help businesses to 

balance the potential benefits of virtual agents against the potential challenges. 

In conclusion, the existing gaps in the literature justify the need for a study on the 

motivations and challenges in the adoption of virtual agents in the services sector. Such a 

study can provide valuable insights for businesses looking to implement virtual agents, 

guiding the design and implementation process, and helping to maximize the potential 

benefits of this technology. 
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Chapter III – Methodology 

3.1 Overview of the Research Problem  

The adoption of virtual agents in the services sector has emerged as a significant trend due to 

their potential to enhance customer service, operational efficiency, and overall productivity. 

However, despite their increasing prevalence, there exists a gap in understanding the 

motivations driving businesses to adopt these technologies and the challenges they encounter 

during the adoption process. 

The motivations to adopt virtual agents could range from enhancing customer experience, 

improving service delivery speed, reducing cost, or gaining a competitive edge. 

Understanding these motivations can provide vital insights into how businesses perceive the 

benefits of virtual agents, and thus, can guide strategies for wider implementation and 

acceptance. 

Concurrently, the challenges of adopting virtual agents in the services sector are complex and 

multi-faceted. They may encompass technical issues such as integration with existing 

systems, maintaining interaction quality, managing customer data privacy, and building user 

trust. Businesses may also face organizational challenges such as resistance to change, lack of 

skilled workforce, and high investment costs. These challenges can potentially deter or slow 

down the adoption of virtual agents, hence understanding them can help businesses to better 

navigate the implementation process and devise effective strategies to mitigate these 

challenges. 

Furthermore, the interplay between the motivations and challenges is a significant aspect of 

this research problem. It is crucial to examine how these factors interact and influence the 

overall decision-making process regarding the adoption of virtual agents. For instance, how 
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does the severity of the challenges impact the perceived benefits and thus influence the 

adoption decision? 

3.2 Research Purpose and Questions 

The purpose of this research is to delve into an in-depth understanding of the motivations and 

challenges that are associated with the adoption of virtual agents in the services sector. The 

study seeks to identify and examine the key motivating factors that drive businesses to adopt 

virtual agents, the challenges they encounter in the process of adoption, and how these 

variables impact the overall adoption and implementation of virtual agents in the services 

sector. 

To achieve the research purpose, the following research questions were framed: 

1. What specific factors motivate the adoption of virtual agents in the services sector? 

2. What are the particular challenges that the services sector encounters in the adoption 

of virtual agents? 

3. How do the identified motivations influence the adoption of virtual agents in the 

services sector? 

4. How do the identified challenges impact the adoption process of virtual agents in the 

services sector? 

5. How do the motivations and challenges interact and what is their combined impact on 

the adoption of virtual agents in the services sector? 

3.3 Operationalization of Theoretical Constructs 

To study the motivations and challenges in the adoption of virtual agents in the services sector, 

a theoretical model has been developed, underpinned by the basic premises of two theories – 
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Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et. al, 2003) and 

Technology Threat Avoidance Model (TTAT) (Liang & Xue, 2009). Facilitating Conditions, 

Social Influence, Performance Expectancy, and Effort Expectancy are the variables adopted 

from UTAUT. Perceived Susceptibility, Perceived Severity and Perceived Threat are the 

variables adopted from TTAT  

The UTAUT component of the framework, proposed by Venkatesh et al. (2003), posits that 

Performance Expectancy (PE), Effort Expectancy (EE), Social Influence (SI), and Facilitating 

Conditions (FC) are key determinants of technology acceptance and usage (Venkatesh et al., 

2003). 

● Performance Expectancy is the degree to which an individual believes that using a 

particular system would enhance job performance (Venkatesh et al., 2003). 

● EE is the degree of ease associated with the use of the system (Venkatesh et al., 2003).  

● SI is the degree to which an individual perceives that important others believe he or she 

should use the new system (Venkatesh et al., 2003). 

● FC is the degree to which an individual believes that an organizational and technical 

infrastructure exists to support the system use (Venkatesh et al., 2003). 

On the other hand, the TTAT component, introduced by Liang and Xue (2009), covers the 

avoidance behaviors in technology adoption, where Perceived Threat (PT) and its susceptibility 

(PSS) and severity (PSE) play critical roles. 

● PSS refers to the subjective assessment of the risk of falling victim to a condition and 

an individual’s feelings of personal vulnerability (Liang & Xue, 2009). 

● PSE refers to feelings concerning the ethical and legal consequences of using the 

technology (Liang & Xue, 2009). 
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● PT is the extent to which an individual feels threatened by the possibility of negative 

outcomes from using a system, such as data breaches or other security concerns (Liang 

& Xue, 2009). 

Figure – 3.1: Theoretical Model of the Study 

 

3.4 Hypotheses of the Study  

H1 – Performance Expectancy will have significant influence on the adoption intention of 

virtual agents 

H2 – Effort Expectancy will have significant influence on the adoption intention of virtual 

agents 

H3 – Social Influence will have significant influence on the adoption intention of virtual 

agents  
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H4 – Facilitating Conditions will have significant influence on the adoption intention of 

virtual agents  

H5 – Perceived Susceptibility will have significant influence on the perceived threat on 

the adoption of virtual agents  

H6 – Perceived Severity will have significant influence on the perceived threat on the 

adoption of virtual agents 

H7 – Perceived threat will have significant influence on the adoption intention of virtual 

agents 

3.5 Instrumentation 

 

Construct  

 

Indicator 

 

1 

 

2 

 

3 

 

4 

 

5 

 

6 

 

7 

Performance 

Expectancy  

(Venkatesh et 

al., 2012) 

PE01 - I find virtual agents 

useful in our line of work 

              

PE02 - Using virtual agents will 

increase efficiency on the job 

              

PEO3 - Using virtual agents will 

increase job productivity 

              

PE04 – Conversational Virtual 

Agents would improve the 

overall customer experience 

       

Effort 

Expectancy 

EE01 – Virtual agents provide 

accurate context and 

summarization to continue 

customer service and interaction 
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(Venkatesh et 

al., 2012) 

EE02 - Handover and assistance 

from Virtual agent is smooth and 

understandable to carry on with 

the customer interaction 

              

EE03 - I find virtual agents easy 

to use  

              

Facilitating 

Condition  

(Venkatesh et 

al., 2012) 

FC01 - I have the necessary 

resources to use/implement 

virtual agents  

              

FC02 – I/My team have the 

knowledge necessary to 

use/adopt virtual agents 

              

FC03 – My company/business 

unit facilitates the use of virtual 

agents through various 

supporting initiatives 

              

 FC04 – I am aware of 

CHATGPT/Generative AI 

technologies advancement in 

Virtual Agents 

       

 FC05 – I have gone through 

training/facilitation on 

Generative AI/CHAT-GPT 

       

Social 

Influence 

(Venkatesh et 

al., 2012)  

SI01 - Peers who influence my 

behavior think that I should use 

virtual agents. 

              

SI02 – My peers who use virtual 

agents have a more positive 
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attitude towards the use of virtual 

agents in their job. 

SI03 - People who are important 

to me think that I should use 

virtual agents. 

              

Perceived 

Susceptibility 

(Liang & Xue, 

2009) 

PS01 – There is a high 

probability that virtual agents 

can cause security breaches. 

              

PSO2 – It is likely that the use of 

virtual agents will lead to 

misinformation. 

              

PSO3 – It is plausible that virtual 

agents might fail to effectively 

service clients.  

              

PS04 - Use of Virtual Agents 

would risk the reputation of the 

business  

       

Perceived 

Severity 

(Liang & Xue, 

2009) 

PSE01 – If a security breach 

occurred through a virtual agent, 

the consequences would be 

severe.  

              

PSE02 – Misinformation from 

virtual agents could have serious 

repercussions for my job.  

              

PSE03 – Failure of virtual agents 

to effectively service clients can 

have grave implications for the 

company. 
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Perceived 

Threat 

(Liang & Xue, 

2009) 

PT01 – I am worried that virtual 

agents might increase the risk to 

my job security. 

              

PT02 – I am concerned about the 

potential threats that virtual 

agents can bring to our existing 

systems. 

              

PT03 – I perceive the adoption 

of virtual agents as a threat to the 

quality of service.   

              

Adoption 

Intention 

(Venkatesh et 

al., 2012) 

IU01 – Given the opportunity, I 

plan to use virtual agents in my 

tasks. 

              

IU02 – I am willing to integrate 

virtual agents into my existing 

workflow  

              

IU03 – I could envision adopting 

virtual agents as a long-term tool 

for my role.   

              

 

3.6 Sample Size  

G* Power software has been used to compute the required sample size needed for the 

proposed research model and the results of the software are shown in Figure 3.2. As the 

required sample size is 370, to ensure statistical accuracy of the model and to reduce Type I 

and II error, sample size is fixed at 740 (2 times of the needed sample size). It is believed that 

the increased sample size will ensure the robustness of the results.  
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Figure 3.2: Minimum Sample Size  

 

3.7 Sampling Technique  

Purposive sampling technique is used for the study as the respondents must have a reasonable 

awareness about virtual agents.  

3.8 Data 

The study is mainly based on primary data. The opinions of the respondents are collected 

using a well-structured and pre-tested questionnaire.  

3.9 Data Analysis  

Due to the complexity of the model, PLS-SEM analysis has been done using SMART PLS 

software.  
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Chapter IV – Results & Analysis 

In order to satisfy the objectives of the study, required data were collected from 628 

respondents using a well-structured and pre-tested schedule questionnaire. It could be noted 

that, purposive sampling has been used for the study, as answering the questions required 

certain level of knowledge and understanding about virtual agents.  

4.1 Demographics 

The demographic landscape of the respondents in the study presents (Table 4.1.1) a diverse 

cross-section of participants across various geographies and attributes. Of the 628 individuals 

who participated, the majority hail from India, comprising 57% of the total. This is followed 

by the United States, which accounts for 20%, while the Europe, Middle East, and Africa 

region and the Asia-Pacific region represent 10% and 13%, respectively. In terms of gender, 

the cohort skews significantly towards males, who constitute 81% of the respondents, with 

females representing a smaller fraction at 19%. 

A closer look at the age distribution reveals a concentration of maturity and potential work 

experience in the bracket, with nearly half of the respondents, 48%, falling within the 30-40 

year age range. The younger demographic, aged 18-30, comprises a modest 7.5%, whereas 

those between 40-50 years make up a substantial 39%. The eldest age group, those above 50 

years, forms a mere 5.5% of the sample, indicating a tilt towards a younger demographic 

overall. 

Considering the age of the firms the respondents are associated with, the data indicates a 

leaning towards newer entities; 75% of the firms are less than 20 years old. Contrastingly, the 

remaining quarter of the firms have been in operation for more than two decades, suggesting 

a mix of established and emerging business entities in the respondent pool. 
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When the lens shifts to technology adoption, the results show an overwhelming propensity 

towards rapid integration, with 95% of the respondents categorizing their adoption speed as 

'Quick'. Only a minimal 5% consider their approach to be 'Deliberate', implying a significant 

emphasis on agility and responsiveness to technological advances within the surveyed group. 

In the realm of R&D investment, there's a notable divide. A total of 39% of the respondents 

belong to firms that have high R&D investment, signalling a strong orientation towards 

innovation and development. However, a majority of 61% report low R&D investment, 

highlighting a possible gap between the recognition of R&D's importance and its actual 

implementation. 

This demographic profile offers a glimpse into the varied characteristics of the respondents, 

with a predominant representation from India, a younger, predominantly male demographic, 

and a clear inclination towards swift technology adoption in relatively young firms. The 

dichotomy in R&D investment levels suggests diverse strategic priorities and the potential for 

nuanced insights into the adoption of virtual agents within the services sector.
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Table 4.1.1 – Demographic Profile of Respondents 

 

Place 

 

Gender 

 

Age 

 

Firm Age 

 

Technology Adoption 

 

R&D Investment 

India 360  

(57) 

Male 507  

(81) 

18-30 years 47 

(7.5) 

Greater than 20 

years 

156  

(25) 

Deliberate 27 

(05) 

High 245 

(39) 

US 126 

(20) 

Female  121  

(19) 

30-40 years 301 

(48) 

Less than 20 

years 

472  

(75) 

Quick 601  

(95) 

Low 383 

(61) 

EMEA 63 

 (10) 

    40-50 years 245 

(39) 

      

APAC 79  

(13) 

    Above 50 

years 

35  

(5.5) 

      

Total 628 

(100) 

Total 628 

(100) 

Total 628  

(100) 

Total 628 

(100) 

Total  628 

(100) 

Total  628 

(100) 

Source: Primary Data 

Note: The figures in parentheses are percentage to the total 
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4.2 PLS-SEM Results  

4.2.1 Assessment of the Measurement Model 

To assess the measurement models, Hair et. al (2019) guidelines on how to report PLS-SEM 

results has been followed. In this study, the individual indicator variables are reflective in 

nature and the assessment of reflective measurement models comprises of measuring the 

internal reliability, internal consistency, convergent validity and discriminant validity. 

Internal reliability is ensured by looking into the indicator loadings, which are shown in 

Table 4.2.1.  

Table 4.2.1: Indicator Loadings 

Construct Item Loading 

Performance Expectancy PE01 0.926 

PE02 0.853 

PE03 0.945 

PE04 0.95 

Effort Expectancy EE01 0.917 

EE02 0.912 

EE03 0.909 

Facilitating Condition FC01 0.725 

FC02 0.868 
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FC03 0.853 

FC04 0.798 

FC05 0.769 

Social Influence SI01 0.883 

SI02 0.903 

SI03 0.884 

Perceived Severity PSE01 0.925 

PSE02 0.912 

PSE03 0.908 

Perceived Susceptibility PS01 0.757 

PS02 0.805 

PS03 0.794 

PS04 0.8 

Perceived Threat PT01 0.832 

PT02 0.824 

PT03 0.825 

Intention to Use IU01 0.936 

IU02 0.88 
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IU03 0.919 

 

       Source: Primary Data 

      Note: PLS-SEM analysis is done using SMART PLS software 

Indicator loadings explain the amount of variance shared between the individual variables 

and the construct associated with them. Indicator loadings ensures the indicator reliability of 

reflective measurement models. It can be seen in Table 4.2.1, that all the indicator loadings of  

our measurement models are more than the recommended critical value of 0.708 (Hair et. al, 

2019). The critical value of 0.708 indicate that the associated construct explains more than 

50% of the related indicator’s variance and thus provide adequate item reliability. Thus, we 

can say that our model has satisfactory indicator reliability.  

After ensuring indicator reliability, the next step is to assess internal consistency and 

convergent validity. The composite reliability and ρA is used to assess the internal 

consistency of reflective constructs, and AVE (Average Variance Extracted) is used to assess 

the covergent validity of reflective constructs. Compositae reliability, ρA and AVE of our 

assessment model is shown in Table 4.2.2. 

It can be seen from Table 4.2.2, that both the composite reliability and ρA lies in between the 

recommended thresholds of 0.70 and 0.95. and all the AVE values exceed the recommended 

critical value of 0.5. Thus, we can say that our reflective assessment model has satisfactory 

level of internal consistence as well as convergent validity.  
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Table 4.2.2: Reliability and Validity 

Constructs ρA Composite 

Reliability 

Average 

Variance 

Extracted 

Effort Expectancy 0.902 0.938 0.833 

Facilitating Conditions 0.868 0.901 0.647 

Intention to Use 0.901 0.937 0.831 

Perceived Severity 0.907 0.939 0.838 

Perceived Susceptibility 0.917 0.868 0.623 

Perceived Threat 0.772 0.866 0.684 

Performance Expectancy 0.941 0.956 0.845 

Social Influence 0.891 0.920 0.792 

 

      Source: Primary Data 

           Note: PLS-SEM analysis is done using SMART PLS software 

The final step in the assessment of reflective measurement model is to ensure discriminant 

validity, which explains the extent to which each construct is empirically separate from other 

construct. HTMT (Heterotrait-monotrait) ratio is used to assess the discriminant validity of 

the model. The HTMT values are shown in Table 4.2.3. 

HTMT is the mean correlation value of items across constructs in relation to the geometric 

mean of average correlations for item measuring the same construct. When HTMT values are 
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high, discriminant validity is said to be low. It can be seen from Table 4.2.3., that all the 

HTMT values of our reflective measurement model are significantly lower than the 

conservative threshold limit of 0.85. Thus, it can be said that discriminant validity of our 

model is satisfactorily established. 
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Table 4.2.3: Heterotrait-monotrait (HTMT) Ratio of Correlations 

  Effort 

Expectancy 

Facilitating 

Conditions 

Intention to 

Use 

Perceived 

Severity 

Perceived 

Susceptibility 

Perceived 

Threat 

Performance 

Expectancy 

Facilitating Conditions 0.718             

Intention to Use 0.485 0.564           

Perceived Severity 0.287 0.344 0.060         

Perceived Susceptibility 0.262 0.299 0.278 0.723       

Perceived Threat 0.094 0.089 0.334 0.734 0.572     

Performance Expectancy 0.547 0.623 0.475 0.426 0.276 0.147   

Social Influence 0.557 0.625 0.484 0.142 0.166 0.105 0.450 

 Source: Primary Data 

Note: PLS-SEM analysis is done using SMART PLS software  
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4.2.2 Assessment of the Structural Model  

To assess the structural model, the guidelines of Hair et. al (2019) has been followed. 

According to Hair et. al (2019), assessment of the structural model involves three important 

things viz., checking the collinearity issues, checking the relevance and significance of path 

coefficients and checking the models’ explanatory and predictive power. The results of our 

structural model were shown in Table 4.2.4 and the significance of the path coefficients with 

relevant hypothesis has been separately shown in Figure 4.2.1. 

VIF (Variance Inflation Factor) is used to check collinearity issues in the model. It can be 

seen from Table 4.2.4, that the VIF values are close to 3. The largest inner VIF value of our 

model construct is 3.625 (Hair et. al, 2019). Thus, we can say that collinearity is not at critical 

level in the inner model and will not affect the regression results. Next, we examine path 

coefficients’ size and significance.  

Figure 4.2.1 illustrates the size and significance of path coefficients between the endogenous 

and exogenous constructs. It can be seen from figure 4.2.1 that perceived susceptibility (β = 

0.204) and perceived severity (β = 0.481) has a significant positive correlation with the 

perceived threat. Further, performance expectancy ((β = 0.224), effort expectancy (β = 

0.135), facilitating condition (β = 0.234), and social influence (β = 0.124) are positively 

correlated and significant, whereas perceived threat (β = -0.316) has a significant negative 

correlation with intention to use (endogenous construct). 

A look into the R2 values in Table 4.2.3 shows that perceived susceptibility and perceived 

severity are the important predictor constructs in explaining perceived threat (R2 = 0.404); 

perceived threat, performance expectancy, effort expectancy, social influence and facilitating 

conditions are the important predictor constructs in explaining the intention to use (0.418). As 
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the R2 value of the endogenous construct is between 0.25 and 0.50, the model has achieved a 

moderate level of success (Hair et al., 2019) in explaining the intention to adopt virtual agents 

in the services sector.  

Accepted / Rejected Hypotheses 

1. Performance Expectancy (H1): Accepted, as performance expectancy has a 

significant positive influence on the adoption intention of virtual agents (β = 0.224). 

2. Effort Expectancy (H2): Accepted, since effort expectancy significantly influences 

the adoption intention of virtual agents (β = 0.135). 

3. Social Influence (H3): Accepted, with social influence having a significant positive 

impact on the adoption intention of virtual agents (β = 0.124). 

4. Facilitating Conditions (H4): Accepted, as facilitating conditions are significantly 

related to the adoption intention of virtual agents (β = 0.234). 

5. Perceived Susceptibility (H5): Accepted, given its significant positive correlation 

with perceived threat (β = 0.204). 

6. Perceived Severity (H6): Accepted, as it significantly influences perceived threat (β 

= 0.481). 

7. Perceived Threat (H7): Accepted, with perceived threat having a significant 

negative correlation with the adoption intention of virtual agents (β = -0.316). 

The study's findings indicate a significant positive influence of performance expectancy on 

the intention to adopt virtual agents, as evidenced by a coefficient of 0.224, confirming the 

hypothesis that higher performance expectancy leads to greater adoption intention. Similarly, 
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effort expectancy was found to significantly affect adoption intention, with a coefficient of 

0.135, suggesting that the ease of use of virtual agents can positively drive their acceptance. 

Social influence also plays a crucial role, with its significant positive impact on adoption 

intention represented by a coefficient of 0.124, indicating that social norms and the influence 

of others are important factors in the decision to adopt virtual agents. Facilitating conditions 

were also significantly related to adoption intention, with a coefficient of 0.234, highlighting 

the importance of having the necessary resources and support to use virtual agents. In terms 

of health belief model constructs, perceived susceptibility showed a significant positive 

correlation with perceived threat (β = 0.204), suggesting that individuals’ perceptions of their 

vulnerability to threats influence their perceived severity of these threats, which was also 

supported with a strong positive influence on perceived threat (β = 0.481). Interestingly, 

perceived threat was found to have a significant negative correlation with the adoption 

intention of virtual agents (β = -0.316), indicating that higher levels of perceived threat might 

deter individuals from adopting virtual agents. 
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Figure 4.2.1: Structural Model Results 

 

 
 

Source: Primary Data 
Note: PLS-SEM analysis is done using SMART PLS software 
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Table 4.2.4: Structural Model Results 

Outcome R Sq. Predictor Direct Paths & 

Hypotheses 

β CI Significance? f2 VIF 

Performance 

Expectancy 

  CV Firm Age -> Performance 

Expectancy 

0.055 [-0.137; 

0.248] 

No 0.007 3.625 

CV R&D Investment -> 

Performance Expectancy 

0.015 [-0.151; 

0.182] 

No 0.024 2.659 

CV Technology Adoption -> 

Performance Expectancy 

-0.098 [-0.436; 

0.239] 

No 0.194 2.171 

Effort 

Expectancy 

  CV Firm Age  -> Effort 

Expectancy 

-0.041 [-0.226; 

0.146] 

No 0.004 3.625 

CV R&D Investment -> Effort 

Expectancy 

-0.138 [-0.3; 

0.025] 

No 0.014 2.659 
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CV Technology Adoption -> 

Effort Expectancy 

-0.036 [-0.355; 

0.271] 

No 0.027 2.171 

Perceived 

Susceptibility 

  CV Firm Age  -> Perceived 

Susceptibility 

0.112 [-0.065; 

0.278] 

No 0.003 3.625 

CV R&D Investment -> 

Perceived Susceptibility 

0.002 [-0.173; 

0.170] 

No 0.006 2.659 

CV Technology Adoption -> 

Perceived Susceptibility 

0.08 [-0.282; 

0.405] 

No 0.01 2.171 

Perceived 

Severity 

  CV Firm Age -> Perceived 

Severity 

-0.011 [-0.199; 

0.172] 

No 0 3.625 

CV R&D Investment -> 

Perceived Severity 

0.002 [-0.173; 

0.170] 

No 0.011 2.659 
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CV Technology Adoption -> 

Perceived Severity 

-0.076 [-0.569; 

0.365] 

No 0.005 2.171 

Social 

Influence 

  CV Firm Age -> Social 

Influence 

-0.079 [-0.262; 

0.105] 

No 0.009 3.625 

CV R&D Investment -> Social 

Influence 

-0.179 [-0.348; 

0.103] 

No 0 2.659 

CV Technology Adoption -> 

Social Influence 

0.158 [-0.111; 

0.436] 

No 0.022 2.171 

Facilitating 

Condition 

  CV Firm Age -> Facilitating 

Condition 

-0.083 [-0.277; 

0.108] 

No 0 3.625 

CV R&D Investment -> 

Facilitating Condition 

0.021 [-0.141; 

0.181] 

No 0.006 2.659 
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CV Technology Adoption -> 

Facilitating Condition 

0.147 [-0.170; 

0.463] 

No 0.041 2.171 

Perceived 

Threat 

0.404 PS Perceived Susceptibility -> 

Perceived Threat 

0.204 [0.086; 

0.334] 

Yes 0.04 1.024 

PSE Perceived Severity -> 

Perceived Threat 

0.481 [0.326; 

0.616] 

Yes 0.211 1.06 

CV Firm Age -> Perceived 

Threat 

0.126 [-0.208; 

0.447] 

No 0.014 3.635 

CV R&D Investment -> 

Perceived Threat 

-0.034 [-0.155; 

0.094] 

No 0.02 2.703 

CV Technology Adoption -> 

Perceived Threat 

0.006 [-0.261; 

0.250] 

No 0.024 2.204 
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Intention to 

Use 

0.418 PE Performance Expectancy -> 

Intention to Use 

0.224 [0.144; 

0.304] 

Yes 0.055 1.412 

EE Effort Expectancy -> 

Intention to Use 

0.135 [0.052; 

0.217] 

Yes 0.017 1.936 

SI Social Influence -> 

Intention to Use 

0.124 [0.029; 

0.218] 

Yes 0.017 1.495 

FC Facilitating Condition -> 

Intention to Use 

0.234 [0.142; 

0.325] 

Yes 0.042 1.423 

PT Perceived Threat -> 

Intention to Use 

-0.316 [-0.390; -

0.246] 

Yes 0.165 1.173 

CV Firm Age -> Intention to 

Use 

-0.014 [-0.146; 

0.123] 

No 0.001 3.794 
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CV R&D Investment -> 

Intention to Use 

-0.012 [-0.137; 

0.111] 

No 0.001 2.838 

CV Technology Adoption -> 

Intention to Use 

-0.187 [-0.504; 

0.117] 

No 0 2.632 

 

    Source: Primary Data 

   Note: PLS-SEM analysis is done using SMART PLS software 

CI  = “95% bootstrap two-tailed confidence interval”,   CV = “Control Variable”,  PE = “Performance Expectancy”, EE = “Effort Expectancy”, 
FC = “Facilitating    Conditions”, SI = “Social Influence”, PS = “Perceived Susceptibility”, PSE = “Perceived Severity”, PT = “Perceived 

Threat”.
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4.2.3 Mediation Analysis  

The significance and strength of the mediating constructs have been assessed using 

bootstrapping procedure at a 95% confidence interval, and the results are shown in Table 

4.2.5.  

Table 4.2.5: Structural Mediation  

Path β CI Significance? 

Perceived Susceptibility -> 

Perceived Threat -> Intention to 

Use 

-0.065 [-0.116; -0.025] Yes 

Perceived Severity -> Perceived 

Threat -> Intention to Use 

-0.152 [-0.205; -0.099] Yes 

 Source: Primary Data 

Note: PLS-SEM analysis is done using SMART PLS software. 

It can be seen from the table, that perceived susceptibility (β = -0.065) and perceived severity 

(β = -0.152) have a significant larger negative influence on the intention via perceived threat. 
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4.2.4 Predictive Relevance of the Model  

Table 4.2.4 indicates that the model has achieved moderate-to-high level of success (Hair et 

al., 2019) in explaining the adoption intention of virtual agents in the services sector, as the 

R2 value of the endogenous construct (0.418) is more than 0.25. However, the R2 statistics 

explains only the in-sample explanatory power of the model (Saari et. al, 2021). In order to 

assess the out-of-sample predict relevance of our model for cryptocurrency adoption, Q2 

values has been obtained for major constructs using blindfolding technique and the results are 

shown in Table 4.2.6. 

Table 4.2.6: Predict Relevance of the Model 

Construct Q² Predict 

Perceived Threat 0.125 

Intention to Use 0.498 

        Source: Primary Data 

       Note: PLS-SEM analysis is done using SMART PLS software 

It can be seen from Table 4.2.5, that the Q2 
predict values are above zero. It could be noted that 

Q2
predict is used to verify that the predictions have outpaced the most naïve benchmark, which 

has been defined as “the indicator means from the analysis sample” (Hair et. al, 2019). This 

proves the out-of-sample predict relevance of the model.  
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4.2.5 Importance-Performance Map Analysis (IMPA) 

In order to identify the impact and performance of the constructs with respect to the 

endogenous construct, importance-performance map analysis (IMPA) has been conducted 

with intention to use as the target construct and the results are shown in Table 4.2.7 and 

Figure 4.2.2. The results of IMPA demonstrate for which exogenous construct the total 

effects are important by explaining the variance of the endogenous construct (Saari et. al, 

2021).  

The Importance Performance Map Analysis on the adoption of virtual agents within the 

services sector presents intriguing insights. The data indicates that the ease of use of virtual 

agents, known as effort expectancy, has a positive and notably strong effect on their adoption, 

with a positive effect of 0.237 and a performance rating of 48.029. On the other hand, 

facilitating conditions seem to have a negligible positive impact, marked by an effect of 0.02 

and a performance below the average at 45.908, suggesting they are not a significant 

determinant of adoption. Interestingly, the constructs of perceived severity and susceptibility 

show negative impacts on the intention to use virtual agents, accompanied by relatively low 

performance scores.  

Moreover, perceived threat stands out with a considerable negative influence on adoption, 

showing an effect of -0.998. However, it scores high on performance at 51.005, signifying 

that while it is a prominent factor within the model, it acts as a substantial barrier to adoption, 

as individuals who perceive virtual agents as a threat are significantly less likely to employ 

them. Conversely, performance expectancy seems to have a minimal positive influence on 

adoption, with a low effect of 0.072 and a performance of 44.62, suggesting that the 

expectations of virtual agents' performance aren't a strong motivating factor for their use. 
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Social influence, however, with a moderate positive effect of 0.114 and a performance score 

of 46.138, suggests that social factors and peer influence are indeed relevant in the decision 

to adopt virtual agents. The 'Intention to Use' construct, with a performance of 49.859, serves 

as a comparative benchmark for the performance of other factors within the model. The 

average absolute effect size stands at 0.3, while the average performance score is 45.5, 

indicating that constructs exceeding this performance threshold are considered to be 

performing above average in the model. 

In essence, the analysis suggests that while perceived threat is the most significant barrier to 

the adoption of virtual agents, effort expectancy and social influence are substantial positive 

drivers. The performance scores provide a measure of how well each construct explains the 

adoption, with perceived threat surprisingly registering the highest score despite its negative 

effect. Constructs falling below the average performance score may need to be reevaluated 

for their importance or might not be as vital in understanding the adoption behavior.
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Table 4.2.7: Importance-Performance Map Analysis 

  Unstandardized 

Total Effect 

(With Sign) 

Unstandardized 

Total Effect 

(Without Sign) 

Performance LV 

Performance  

Effort Expectancy 0.237 0.237 48.029 - 

Facilitating Condition 0.02 0.02 45.908 - 

Perceived Severity -0.302 0.302 41.938 - 

Perceived Susceptibility  -0.236 0.236 40.546 - 

Perceived Threat -0.998 0.998 51.005 - 

Performance Expectancy 0.072 0.072 44.62 - 

Social Influence 0.114 0.114 46.138 - 

Intention to Use - - - 49.859 

Average - 0.3 45.5   

 Source: Primary Data 

Note: PLS-SEM analysis is done using SMART PLS software
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Figure: 4.2.2: Importance-Performance Map Analysis  

 

Note: PE = Performance Expectancy, EE = Effort Expectancy, FC = Facilitating    Conditions, SI = Social    Influence, PS = Perceived 

Susceptibility, PSE = Perceived Severity, PT = Perceived Threat.
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Chapter V – Discussion  

5.1 Major Findings  

The major findings from the study on the factors affecting the adoption of virtual agents in 

the services sector, as per the presented results, are as follows: 

• Major Predictors: Perceived susceptibility (β = 0.204) and perceived severity (β = 

0.481) show a significant positive correlation with perceived threat. Performance 

expectancy (β = 0.224), effort expectancy (β = 0.135), facilitating condition (β = 

0.234), and social influence (β = 0.124) are positively correlated and significant. 

Perceived threat is significantly negatively correlated (β = -0.316) with the intention 

to use virtual agents. 

• Explanatory and Predictive Power: The model's R² values indicate a moderate level 

of success in explaining the intention to adopt virtual agents in the services sector. 

Perceived susceptibility and severity are key predictors for perceived threat (R² = 

0.404). Perceived threat, along with performance expectancy, effort expectancy, 

social influence, and facilitating conditions, are significant predictors for the intention 

to use virtual agents (R² = 0.418). 

• Mediation Analysis:  Perceived susceptibility (β = -0.065) and perceived severity (β 

= -0.152) have a significant negative influence on the intention to use virtual agents, 

mediated by perceived threat. 

• Importance-Performance Map Analysis: Effort expectancy has a strong positive 

effect (effect of 0.237) and high performance (48.029) on adoption, indicating it's a 

significant driver. Facilitating conditions have a negligible positive impact and below-

average performance (45.908), suggesting they are less influential. Perceived severity 

and susceptibility negatively impact the intention to use virtual agents and show 
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relatively low performance scores. Perceived threat has a considerable negative 

influence (effect of -0.998) but a high-performance score (51.005), indicating it's a 

significant barrier to adoption. 

• Performance expectancy has a minimal positive influence with a low effect (0.072) 

and performance (44.62). Social influence has a moderate positive effect (0.114) and 

a performance score of 46.138, signifying its relevance in the adoption decision. The 

average absolute effect size is 0.3, and the average performance score is 45.5, serving 

as a benchmark for evaluating the constructs. 

In summary, the study reveals that while perceived threat is a major barrier to the adoption of 

virtual agents, factors like effort expectancy and social influence play significant roles in 

driving adoption. The analysis also points out that some constructs, though present, may not 

be as critical in understanding the adoption behavior in the services sector. 

5.2 Perceived Threat in the Adoption of Virtual Agents 

The adoption of virtual agents in the services sector presents various challenges and 

perceived threats that require careful consideration and mitigation strategies. These concerns 

have been studied in different contexts, shedding light on the potential risks associated with 

the implementation of virtual agents. In the context of healthcare e-commerce, Deventer and 

Zidda (2023) have explored the adoption of virtual agents. They emphasize the importance of 

a perceived value perspective, suggesting that organizations must not only focus on the 

advantages but also address the perceived threats that may arise from the use of virtual agents 

in healthcare-related services. This includes concerns related to data privacy, trust, and the 

impact on human healthcare providers. 

Another dimension of perceived threats relates to customer attitudes and acceptance of 

service robots in the hospitality industry. Huang et al. (2021) discuss the effects of perceived 
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identity threat and realistic threat on customers' negative attitudes and usage intentions 

toward hotel service robots. Their findings highlight the importance of anthropomorphism in 

moderating these threats and shaping customer perceptions. 

In the banking industry, Hasan et al. (2023) examine the adoption of conversational assistants 

and the role of perceived risk as a moderator. They suggest that perceived risk factors need to 

be addressed to facilitate the acceptance of virtual agents in banking services, including 

concerns related to security and reliability. 

The adoption of virtual communication tools in the educational sector is also subject to 

scrutiny. Gupta and Mathur (2023) discuss the adoption of virtual communication by 

educational leaders and emphasize the moderating role of perceived risk and benefits. They 

highlight those concerns about technology adoption, such as data security and effectiveness, 

must be balanced against the perceived benefits of virtual communication. 

In the realm of service encounters and customer acceptance, Fernandes and Oliveira (2021) 

investigate the drivers of digital voice assistants' adoption. They underscore the importance of 

understanding consumers' acceptance of automated technologies and the factors that 

influence their willingness to interact with virtual agents in various service settings. Physician 

acceptance of information technologies in healthcare is explored by Walter and Lopez 

(2008). They emphasize the role of perceived threat to professional autonomy, suggesting 

that healthcare professionals may be resistant to technology adoption if they perceive it as a 

threat to their professional roles and decision-making authority. 

In the context of cloud technology adoption, Ho et al. (2017) examine the causal effects of 

perceived risk and subjective norms. They highlight that trust and perceived risk play 

significant roles in shaping organizations' decisions to adopt cloud technologies, emphasizing 

the importance of managing perceived threats in the technology adoption process. 
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The adoption of virtual healthcare services, particularly electronic government telemedicine 

services, is examined by Upadhyay, Kamble, and Navare (2023) in the context of the Indian 

healthcare sector. They investigate how healthcare consumers perceive and  adopt virtual 

healthcare services, considering factors such as accessibility, convenience, and trust. Lastly, 

Itani and Hollebeek (2021) explore visitors' behavioral intentions concerning virtual reality 

attraction site tours during and post-COVID-19. While not directly related to the services 

sector, their research underscores the changing dynamics of virtual experiences and how 

individuals' intentions may shift in response to external factors. 

The adoption of virtual agents in the services sector is a multifaceted issue with various 

perceived threats and challenges. These concerns range from job displacement and 

technology limitations to privacy, ethics, and user acceptance. Researchers across d ifferent 

domains have investigated these issues, providing insights into the complex landscape of 

virtual agent adoption and the need for comprehensive strategies to address perceived threats 

while harnessing the benefits of this technology. While the adoption of virtual agents in the 

services sector offers numerous benefits, including improved efficiency and cost savings, it 

also poses several perceived threats. These threats encompass job displacement, technological 

limitations, privacy and security concerns, ethical considerations, overreliance on technology, 

user acceptance issues, and regulatory and legal challenges. Addressing these concerns 

through thoughtful strategies, transparency, responsible data use, and a balanced approach is 

essential for successful integration of virtual agents into the services sector. 

Overcoming the perceived threats associated with the adoption of virtual agents in the 

services sector requires a comprehensive approach that takes into account various aspects of 

these challenges. To address concerns about job displacement, organizations should focus on 
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reskilling and upskilling their workforce. Training programs can equip employees with the 

skills required to complement virtual agent capabilities, ensuring a smooth transition while 

retaining valuable human talent. 

Mitigating technology limitations can be achieved through the implementation of hybrid 

models that combine the strengths of both humans and virtual agents. This approach allows 

virtual agents to handle routine tasks efficiently, while humans step in for complex or 

emotionally charged interactions. Privacy and data security concerns should be addressed 

through robust data protection measures, including data encryption and strict data governance 

policies. Organizations must comply with relevant data protection regulations and maintain 

transparent communication with users about data usage. 

Ethical considerations can be managed by ensuring transparency in virtual agent interactions. 

Clear disclosure of virtual agents' non-human identity and communication regarding their 

capabilities and limitations build trust. Ethical AI development practices should also be 

adopted to prevent biases in responses. Balancing technology dependence is crucial to 

prevent overreliance on virtual agents. Human oversight in critical service areas and offering 

customers the choice between human and virtual agent interactions provide a balanced 

approach. To mitigate technological dependence, organizations should develop backup and 

redundancy plans to handle technical failures or system outages. Alternative methods for 

customers to access services during downtime should be readily available. 

Closing the skills gap requires investing in employee training to prepare the workforce to 

collaborate effectively with virtual agents. Encouraging continuous learning and adaptation to 

technological changes is essential. Enhancing user acceptance involves prioritizing user-

centric design, gathering feedback, and making iterative improvements based on user 

preferences and needs. Educating customers about the benefits of virtual agents and 
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addressing common concerns through clear communication can boost user acceptance. 

Navigating regulatory and legal challenges requires the establishment of dedicated 

compliance teams to ensure adherence to industry-specific regulations and standards. Staying 

informed about evolving regulations and adapting virtual agent systems accordingly is 

essential for maintaining compliance. 

By adopting these comprehensive strategies, organizations can effectively overcome the 

perceived threats associated with the adoption of virtual agents. This approach allows 

businesses to harness the efficiency and customer service improvements offered by virtual 

agents while ensuring ethical practices, data security, and customer trust are maintained. 

5.3 Performance Expectancy 

Performance expectancy plays a pivotal role in the adoption of virtual service agents in the 

services sector, as highlighted by various studies in the field (Nye & Silverman, 2013; Ling et 

al., 2021; Priya & Sharma, 2023; Alanzi et al., 2023; Wutz et al., 2023; Deventer & Zidda, 

2023). It refers to users' perceptions of how using virtual agents can help them achieve their 

goals and enhance their overall performance in service interactions. 

Users in the services sector anticipate that virtual agents will significantly improve efficiency 

and speed in service delivery (Ling et al., 2021). Virtual agents are expected to handle routine 

tasks and inquiries swiftly and accurately, reducing the time and effort users need to invest in 

interacting with service providers (Alanzi et al., 2023). The 24/7 availability of virtual agents 

is another aspect contributing to performance expectancy (Deventer & Zidda, 2023). Users 

value the uninterrupted access to assistance or information, aligning with their expectation of 

prompt and convenient service (Ling et al., 2021). 

Consistency and accuracy are also vital components of performance expectancy (Wutz et al., 

2023). Virtual agents are perceived to consistently provide accurate and up-to-date 
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information, instilling confidence in users regarding the reliability and performance of the 

technology (Alanzi et al., 2023). Personalization and customization capabilities enhance 

performance expectancy by tailoring interactions based on user data and preferences (Priya & 

Sharma, 2023). Users appreciate virtual agents that understand their needs and provide 

relevant solutions, aligning with their expectations of improved performance. 

Virtual agents excel in handling repetitive tasks, and users recognize their efficiency in 

automating such activities (Wutz et al., 2023). This perception that virtual agents can handle 

routine work effectively positively influences overall performance expectations. Moreover, 

users associate the use of virtual agents with a reduction in human error, further contributing 

to performance expectancy (Nye & Silverman, 2013). Virtual agents follow predefined 

algorithms and rules, making them less susceptible to mistakes in tasks like data entry or 

calculations, aligning with users' expectations of reliability and accuracy. 

The enhanced customer experience offered by virtual agents, through quick and consistent 

service, prompt issue resolution, and personalized recommendations, aligns with users' 

expectations of a seamless and efficient interaction, thus boosting performance expectancy 

(Deventer & Zidda, 2023). Additionally, users often consider cost savings associated with 

virtual agent adoption (Priya & Sharma, 2023). When organizations can pass on the benefits 

of cost-effective operations to users, it aligns with their expectations of improved 

performance. Finally, feedback mechanisms and continuous improvement in virtual agent 

capabilities reinforce users' positive perceptions of performance expectancy (Wutz et al., 

2023). Users appreciate when their input contributes to enhancing virtual agents' performance 

and overall utility. 

Performance expectancy is a crucial factor influencing the adoption of virtual service agents 

in the services sector. Users' perceptions of improved efficiency, 24/7 availability, 
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consistency, personalization, reduced human error, enhanced customer experience, cost 

savings, and the potential for feedback-driven improvements collectively shape their 

expectations of how virtual agents can positively impact their service interactions. Meeting or 

exceeding these expectations is vital for successful adoption and user acceptance of virtual 

service agents. 

5.4 Effort Expectancy 

Effort expectancy is a crucial determinant in the adoption of virtual agents within the services 

sector, a fact underscored by several studies in the field (E Norberg et al., 2023; Esposito et 

al., 2021; Zojaji et al., 2020; Adegoke et al., 2022; Nashold Jr, 2020; Yoo et al., 2016; Lacity 

et al., 2017; Song, 2019). Users expect virtual agents to offer a user-friendly experience, 

characterized by intuitive interfaces that are easy to navigate (Esposito et al., 2021). Complex 

or confusing interfaces can deter users, as they perceive a higher level of effort required to 

engage with the technology. Furthermore, the simplicity of interaction is paramount, with 

users anticipating that virtual agents will streamline processes and reduce the steps required 

to complete tasks or access information (Yoo et al., 2016). In the services sector, where 

efficient service delivery is crucial, users value virtual agents that expedite task execution and 

minimize complexity (E Norberg et al., 2023). 

Effort expectancy also extends to accessibility and multichannel support (Adegoke et al., 

2022). Users expect virtual agents to be readily available across various communication 

channels, aligning with their preference and reducing the effort required to engage with the 

technology. For instance, a virtual agent accessible through a mobile app or a website 

enhances user convenience. Moreover, the integration of natural language processing 

capabilities into virtual agents significantly impacts effort expectancy (Nashold Jr, 2020). 

Users appreciate when virtual agents can understand and respond to natural language queries, 
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as it eliminates the need to learn specific commands or technical jargon, simplifying 

interaction. 

Effort expectancy is also influenced by the efficient execution of tasks by virtual agents, 

reducing the perceived effort required for users (Zojaji et al., 2020). Users value virtual 

agents that complete tasks quickly and accurately, enhancing their overall experience and 

encouraging adoption. Guidance and assistance mechanisms within virtual agents play a 

pivotal role in reducing user effort (Lacity et al., 2017). Clear instructions, tooltips, and 

contextual help ensure that users feel supported and guided throughout their interactions, 

reducing confusion and frustration. Furthermore, users associate effort expectancy with 

effective error handling (Song, 2019). When virtual agents provide user-friendly error 

messages and prompts that guide users in resolving issues, it reduces the perceived effort and 

contributes to a smoother user experience. 

Personalization and context awareness in virtual agents are also essential for reducing effort 

(E Norberg et al., 2023). Users appreciate when virtual agents remember previous 

interactions and provide tailored responses, reducing the effort required to reiterate 

information or preferences. Effort expectancy plays a crucial role in the adoption of virtual 

agents in the services sector. Users expect these technologies to be user-friendly, simplify 

interaction, be accessible across channels, incorporate natural language processing, execute 

tasks efficiently, provide guidance, handle errors effectively, and offer personalization. 

Aligning virtual agents with these expectations enhances the ease of use, reduces perceived 

effort, and encourages user adoption within the services sector. 

5.5 Social Influence  

Social influence exerts a substantial impact on the adoption of virtual agents in the services 

sector, as evident in various studies. Norberg, Nettelbladt, and Nilsson (2023) investigate 



108 
 

how stereotypes affect social agent interaction and patterns of adoption. Stereotypes can 

shape individuals' attitudes and behaviors, potentially influencing their willingness to interact 

with virtual agents based on preconceived notions. Moreover, Esposito et al. (2021) delve 

into the attitudes of elder users toward assistive virtual agents, highlighting the role of voice 

and gender in shaping perceptions. Elder users may be influenced by their peers' experiences 

and opinions, which can either encourage or hinder adoption. 

The politeness behaviors exhibited by virtual agents also play a role in social influence. 

Zojaji, Peters, and Pelachaud (2020) examine how virtual agent politeness behaviors impact 

users' decisions to join conversational groups. Politeness cues can foster a sense of comfort 

and trust, making users more likely to engage with virtual agents and adopt them for 

collaborative tasks in the services sector. 

In the context of real estate agency practice, Adegoke et al. (2022) analyze the criteria for 

measuring determinants of virtual reality technology adoption. Their research underscores the 

importance of social influence within professional networks, as real estate agents may be 

swayed by the adoption behaviors and recommendations of their peers when considering the 

integration of virtual reality tools into their practices. 

Trust, a critical component of social influence, is explored by Nashold Jr. (2020) in the 

context of consumer adoption of artificial intelligence-driven virtual finance assistants. Trust 

in the technology and the recommendations of influential sources can significantly impact 

individuals' decisions to adopt virtual finance assistants for managing their financial affairs. 

Furthermore, human likeness, as discussed by Yoo, Kwon, and Lee (2016), can affect the 

adoption of robot-assisted learning systems. When virtual agents exhibit human-like 

characteristics, users may be more inclined to engage with them for educational purposes, 

driven by the social influence of perceiving the agents as relatable and approachable. Social 
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influence shapes the adoption of virtual agents in the services sector through a range of 

factors, including stereotypes, attitudes, politeness behaviors, recommendations from peers, 

trust, and perceptions of human likeness. Understanding and leveraging these influences can 

be essential for organizations and technology providers seeking to promote the adoption of 

virtual agents and integrate them effectively into service delivery processes. 

5.6 Facilitating Conditions 

Facilitating conditions are pivotal in shaping the successful adoption of virtual agents in the 

service sector. In the banking industry, the case of SEB Bank, as discussed by Lacity, 

Willcocks, and Craig (2017), exemplifies the importance of technological infrastructure and 

resource allocation. SEB Bank's cognitive virtual agents required a robust technological 

foundation and dedicated resources to function effectively, highlighting how these facilitating 

conditions can enable seamless integration. 

User acceptance is a critical aspect of virtual agent adoption, as explored in Song's doctoral 

dissertation (2019). Facilitating conditions, in this context, encompass user education and 

training. Providing users with clear instructions and support materials can help users navigate 

and interact with virtual agents, fostering greater acceptance and usage. 

The adoption of virtual agents also hinges on compliance with legal and regulatory standards. 

In the healthcare e-commerce domain, Deventer and Zidda (2023) emphasize the need for 

facilitating conditions related to legal compliance and data management. Ensuring adherence 

to data privacy regulations and establishing the necessary legal frameworks are crucial 

facilitating conditions to build trust with users. Moreover, Huang et al. (2021) highlight the 

significance of facilitating conditions related to perceived identity threat and realistic threat. 

Organizations must address these threats to mitigate negative attitudes and enhance usage 
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intentions. Facilitating conditions may involve anthropomorphizing virtual agents to reduce 

perceived threats and increase user comfort. 

In the educational sector, Gupta and Mathur's study (2023) underscores the moderating role 

of perceived risk and benefits in virtual communication adoption by educational leaders. 

Facilitating conditions here encompass strategies to manage and mitigate perceived risks, 

enabling educational leaders to make informed decisions about the adoption of virtual 

communication tools. 

In the context of service encounters, Fernandes and Oliveira (2021) delve into the drivers of 

digital voice assistant adoption. Facilitating conditions extend to performance metrics and 

evaluation, as organizations need to continuously assess and improve virtual agents based on 

user feedback and data analysis. Additionally, Walter and Lopez (2008) highlight the role of 

perceived threat to professional autonomy in physician acceptance of information 

technologies. Facilitating conditions may involve strategies to address these threats, ensuring 

that healthcare professionals perceive technology adoption as an enhancement rather than a 

detriment to their roles. 

Trust and perceived risk are central to technology adoption, as explored by Ho et al. (2017) in 

the context of cloud technology adoption. Establishing trust among users and managing 

perceived risks are facilitating conditions that can accelerate the adoption of virtual agents, 

especially in industries where data security is paramount. Finally, Upadhyay, Kamble, and 

Navare's research (2023) on Indian healthcare consumers' adoption of electronic government 

telemedicine service underscores the need for facilitating conditions to support virtual 

healthcare adoption. These conditions may involve resource allocation, technical support, and 

user education to ensure a smooth transition to virtual healthcare services. 
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Facilitating conditions encompass a wide array of factors, including technological 

infrastructure, integration, legal compliance, user education, performance evaluation, and 

addressing perceived threats and risks. These conditions are essential for organizations 

aiming to successfully integrate virtual agents into the service sector and maximize their 

benefits while mitigating potential challenges. 

5.7 Managerial Implications 

The study results on the adoption of virtual agents in the service sector offer several 

managerial implications that can guide decision-making and strategic planning in 

organizations. Understanding these implications is crucial for effectively integrating virtual 

agents into service offerings. Here are the key managerial implications derived from the 

study: 

• Addressing Perceived Threats: The significant negative impact of perceived threats 

on the intention to use virtual agents suggests that managers need to actively address 

and mitigate these concerns. This could involve clear communication about the 

security, privacy, and accuracy of virtual agents. Educating customers about the 

benefits and safeguards associated with virtual agents can help reduce perceived 

threats. 

• Emphasizing Ease of Use: The strong positive effect of effort expectancy indicates 

that virtual agents should be user-friendly and easy to navigate. Managers should 

focus on simplifying the user interface and ensuring that virtual agents are intuitive 

and require minimal effort to interact with. This will likely increase customer 

satisfaction and adoption rates. 

• Facilitating Conditions: Despite their negligible impact, facilitating conditions 

should not be ignored. Managers should ensure that the necessary technical and 
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infrastructural support is in place for the effective use of virtual agents. This includes 

reliable internet access, compatibility with various devices, and technical support. 

• Leveraging Social Influence: The positive correlation between social influence and 

the intention to use virtual agents implies that managers can benefit from marketing 

strategies that leverage social proof. This could involve showcasing testimonials, case 

studies, or endorsements from satisfied users or influential figures. 

• Managing Expectations: Since performance expectancy has a minimal positive 

influence, it's important for managers to set realistic expectations about the 

capabilities of virtual agents. Overpromising on performance can lead to 

dissatisfaction and reduced trust in the technology. 

• Targeting Key Predictors: Perceived susceptibility and severity are key predictors for 

perceived threat, and thus, addressing these factors can directly impact the overall 

adoption of virtual agents. Managers should focus on strategies that reduce perceived 

risks associated with virtual agents and emphasize their benefits in handling service 

tasks effectively. 

• Continuous Improvement Based on Feedback: The varying performance scores of 

different constructs suggest the need for continuous monitoring and improvement. 

Managers should gather and analyze customer feedback to understand which aspects 

of virtual agents are well-received and which need enhancements. 

• Educational Initiatives: Given the negative impacts of perceived severity and 

susceptibility, educational initiatives that inform customers about the functionality, 

security, and benefits of virtual agents can be beneficial. This could involve online 

tutorials, FAQs, and informative content that demystifies the technology. 

• Strategic Positioning and Marketing: The findings should inform how virtual agents 

are positioned in the market. Highlighting their ease of use, efficiency, and reliability 
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in marketing communications can attract more users. Also, addressing common 

misconceptions and fears through marketing can help in reducing perceived threats. 

• Investing in Technology and Innovation: To stay competitive and ensure that virtual 

agents meet the evolving needs of customers, continuous investment in technological 

advancements is essential. This includes incorporating AI advancements, improving 

natural language processing capabilities, and ensuring seamless integration with 

existing systems. 

The managerial implications of the study emphasize a balanced approach that focuses on 

reducing perceived barriers, enhancing the ease of use, leveraging social influence, managing 

customer expectations, and continuously improving the technology based on user feedback. 

These strategies can help organizations in successfully integrating virtual agents into their 

service offerings and maximizing their adoption and effectiveness. 
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Chapter VI – Conclusion 

6.1 Study Implications 

Based on the structural model results of the study on the adoption of virtual agents in the 

services sector, several key implications can be drawn: 

• Perceived Threat as a Major Barrier: The negative correlation of perceived threat 

with the intention to use virtual agents (-β = 0.316) and its high performance score 

(51.005) in the IMPA suggest that perceived threat is a significant barrier to adoption. 

This implies the need for strategies to mitigate these perceived threats, such as 

ensuring data privacy, security, and addressing user concerns about the reliability of 

virtual agents. 

• Importance of Perceived Susceptibility and Severity: These constructs have been 

identified as important predictors of perceived threat (R² = 0.404) and have a 

significant negative influence on the intention to use virtual agents when mediated by 

perceived threat. This underscores the need for managing public perceptions about the 

risks associated with virtual agents. 

• Effect of Effort Expectancy: The strong positive effect of effort expectancy (β = 

0.237) on adoption and its relatively high performance rating (48.029) highlight the 

importance of user experience in the design of virtual agents. Making virtual agents 

easy to use and understand can significantly influence their adoption. 

• Lesser Impact of Facilitating Conditions: Given its negligible positive impact 

(effect of 0.02) and below-average performance score (45.908), it appears that 

facilitating conditions are not key determinants of virtual agent adoption. This 
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suggests that while necessary, merely providing supportive conditions may not be 

enough to drive adoption. 

• Role of Social Influence: With a moderate positive effect (β = 0.114) and a 

performance score of 46.138, social influence is a relevant factor. This implies that 

adoption can be influenced by social trends, peer recommendations, and the perceived 

popularity of virtual agents. 

• Minimal Influence of Performance Expectancy: The low effect (0.072) and 

performance (44.62) of performance expectancy suggest that expectations regarding 

the performance of virtual agents are not major motivators for their use. This could 

mean that users are more concerned with other aspects like usability or security than 

just performance. 

• Negative Impact of Perceived Severity and Susceptibility: These constructs not 

only influence perceived threat but also have a direct negative impact on the intention 

to use virtual agents. Addressing misconceptions and educating users about the actual 

risks and benefits of virtual agents could be beneficial. 

• Moderate Success of the Model: The R² value of the endogenous construct (0.418) 

indicates that the model has achieved a moderate level of success in explaining the 

intention to adopt virtual agents. This suggests there may be other factors influencing 

adoption that are not captured in the model. 

• Re-evaluation of Constructs with Low Performance: Constructs that fall below the 

average performance score in the IMPA may need to be reassessed for their 

importance or relevance in the context of virtual agent adoption. 



116 
 

• Strategic Focus on Positive Drivers: Given that effort expectancy and social 

influence are substantial positive drivers, focusing on these aspects can be a strategic 

approach to enhance the adoption of virtual agents. 

In summary, these implications provide valuable insights for both the development and 

marketing strategies for virtual agents in the service sector, highlighting the importance of 

addressing perceived threats, enhancing usability, and leveraging social influences. 

6.2 Study Recommendations 

Based on the findings and implications of our study on the adoption of virtual agents in the 

services sector, we propose the following recommendations to guide practitioners, 

developers, and policymakers in this domain: 

• Mitigating Perceived Threats: Given the significant impact of perceived threats on 

adoption, it is essential to develop strategies to alleviate these concerns. This includes 

ensuring robust privacy and security measures, transparent communication about how 

virtual agents operate, and addressing common misconceptions about their 

functionality. 

• Enhancing User Experience: Since effort expectancy is a key positive driver for 

adoption, virtual agents should be designed with a focus on user-friendliness. 

Simplifying the interaction process, providing intuitive interfaces, and ensuring 

virtual agents are easily navigable can enhance user experience and encourage 

adoption. 

• Leveraging Social Influence: Implement marketing and communication strategies 

that utilize social proof and peer influence. Showcasing success stories, user 
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testimonials, and endorsements from trusted sources can effectively increase adoption 

rates by influencing potential users' perceptions positively. 

• Educational Initiatives: Given the negative impact of perceived severity and 

susceptibility, educational initiatives are crucial. These should aim at informing 

potential users about the practical benefits, reliability, and safety of virtual agents, 

dispelling myths and clarifying any misconceptions. 

• Revisiting Facilitating Conditions: While the impact of facilitating conditions is 

minimal, ensuring that the basic infrastructural and technical requirements are met 

remains essential. This includes providing reliable internet connectivity, compatible 

hardware, and user support. 

• Performance Expectancy Reevaluation: The minimal influence of performance 

expectancy suggests a need to reassess user expectations. Focus on communicating 

the realistic capabilities of virtual agents and manage user expectations to align with 

what the technology can deliver. 

• Targeted Messaging: Tailor communication and marketing messages to address 

specific concerns and highlight the benefits most relevant to the target audience. This 

involves understanding the unique needs and preferences of different user segments. 

• Continuous Improvement and Feedback Integration: Establish mechanisms for 

continuous feedback collection and analysis. Use this data to make iterative 

improvements in virtual agent technology, focusing on areas that users find most 

valuable or in need of enhancement. 
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• Policy and Regulation Advocacy: Engage with policymakers to advocate for 

regulations and standards that support the ethical and secure use of virtual agents. 

This can help in building public trust and smoothing the path for broader adoption. 

• Strategic Partnerships and Collaborations: Form partnerships with technology 

developers, service providers, and academic institutions to stay at the forefront of 

virtual agent technology. Collaborations can lead to innovations that address current 

limitations and expand the capabilities of virtual agents. 

• Diversified Use Cases Exploration: Explore and demonstrate varied use cases of 

virtual agents across different sectors of the service industry. Showcasing the 

versatility of virtual agents can attract a broader range of users. 

• Long-Term Adoption Strategies: Develop long-term strategies focusing on the 

gradual integration of virtual agents into service operations. This includes planning 

for scalability, updating training programs, and preparing the workforce for 

technology adoption. 

By implementing these recommendations, stakeholders in the services sector can better 

navigate the challenges and opportunities associated with the adoption of virtual agents, 

leading to more effective and widespread use of this transformative technology. 

6.3 Conclusion 

This study has provided comprehensive insights into the factors influencing the adoption of 

virtual agents in the services sector. Through a detailed analysis of structural model results, 

including assessments of collinearity, path coefficients, mediation effects, and Importance-

Performance Map Analysis (IMPA), we have gained a nuanced understanding of the 

dynamics at play in the adoption process. 
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Key findings indicate that perceived threat poses a significant barrier to adoption, while 

factors such as effort expectancy and social influence emerge as crucial drivers. The study 

reveals the complex interplay of various constructs like perceived susceptibility, perceived 

severity, performance expectancy, and facilitating conditions in shaping user attitudes and 

intentions towards virtual agents. 

One of the most striking revelations is the dichotomy between the perceived threat and its 

actual impact on adoption. Despite being a deterrent, perceived threat also registers high in 

performance, indicating its prominence in users' decision-making processes. This paradox 

underscores the need for targeted strategies to mitigate perceived threats and alter negative 

perceptions. 

The study's recommendations provide a roadmap for practitioners, developers, and 

policymakers. They highlight the importance of enhancing user experience, leveraging social 

influence, addressing security and privacy concerns, and engaging in continuous 

improvement and feedback integration. Educational initiatives and strategic marketing are 

also crucial in changing the narrative around virtual agents and fostering a more receptive 

environment for their adoption. 

In conclusion, the adoption of virtual agents in the services sector is a multifaceted issue, 

influenced by a combination of technological, psychological, and social factors. The findings 

of this study offer valuable insights for shaping the future development and integration of 

virtual agents, emphasizing the need for a balanced approach that addresses both the 

technological capabilities of these agents and the perceptions and attitudes of their potential 

users. As we move forward, it is imperative to continuously adapt and evolve these strategies 

in line with emerging trends and user feedback, ensuring that virtual agents can fully realize 

their potential as transformative tools in the services sector. 
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Annexure I - Questionnaire 

Demographics  

1. Place 

a) India 

b) US 

c) EMEA 

d) APAC 

2. Gender 

a) Male 

b) Female 

3. Age 

a) 18-30 years 

b) 30-40 years 

c) 40-50 years 

d) Above 50 years 

4. Firm Age 

a) Less than or equal to 25 years 

b) More than 25 years 

5. Technology Adoption 

a) High 

b) Low 

6. R&D Investment 

a) High  

b) Low 
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Please rate the Below Statements  

(From 1 – strongly disagree to 7 – strongly agree) 

 

Construct  

 

Indicator 

 

1 

 

2 

 

3 

 

4 

 

5 

 

6 

 

7 

Performance 

Expectancy  

(Venkatesh et 

al., 2012) 

PE01 - I find virtual agents 

useful in our line of work 

              

PE02 - Using virtual agents will 

increase efficiency on the job 

              

PEO3 - Using virtual agents will 

increase job productivity 

              

PE04 – Conversational Virtual 

Agents would improve the 

overall customer experience 

       

Effort 

Expectancy 

(Venkatesh et 

al., 2012) 

EE01 – Virtual agents provide 

accurate context and 

summarization to continue 

customer service and interaction 

              

EE02 - Handover and assistance 

from Virtual agent is smooth and 

understandable to carry on with 

the customer interaction 

              

EE03 - I find virtual agents easy 

to use  

              

Facilitating 

Condition  

FC01 - I have the necessary 

resources to use/implement 

virtual agents  
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(Venkatesh et 

al., 2012) 

FC02 – I/My team have the 

knowledge necessary to 

use/adopt virtual agents 

              

FC03 – My company/business 

unit facilitates the use of virtual 

agents through various 

supporting initiatives 

              

 FC04 – I am aware of 

CHATGPT/Generative AI 

technologies advancement in 

Virtual Agents 

       

 FC05 – I have gone through 

training/facilitation on 

Generative AI/CHAT-GPT 

       

Social 

Influence 

(Venkatesh et 

al., 2012)  

SI01 - Peers who influence my 

behavior think that I should use 

virtual agents. 

              

SI02 – My peers who use virtual 

agents have a more positive 

attitude towards the use of virtual 

agents in their job. 

              

SI03 - People who are important 

to me think that I should use 

virtual agents. 

              

Perceived 

Susceptibility 

PS01 – There is a high 

probability that virtual agents 

can cause security breaches. 
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(Liang & Xue, 

2009) 

PSO2 – It is likely that the use of 

virtual agents will lead to 

misinformation. 

              

PSO3 – It is plausible that virtual 

agents might fail to effectively 

service clients.  

              

PS04 - Use of Virtual Agents 

would risk the reputation of the 

business  

       

Perceived 

Severity 

(Liang & Xue, 

2009) 

PSE01 – If a security breach 

occurred through a virtual agent, 

the consequences would be 

severe.  

              

PSE02 – Misinformation from 

virtual agents could have serious 

repercussions for my job.  

              

PSE03 – Failure of virtual agents 

to effectively service clients can 

have grave implications for the 

company. 

              

Perceived 

Threat 

(Liang & Xue, 

2009) 

PT01 – I am worried that virtual 

agents might increase the risk to 

my job security. 

              

PT02 – I am concerned about the 

potential threats that virtual 

agents can bring to our existing 

systems. 
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PT03 – I perceive the adoption 

of virtual agents as a threat to the 

quality of service.   

              

Adoption 

Intention 

(Venkatesh et 

al., 2012) 

IU01 – Given the opportunity, I 

plan to use virtual agents in my 

tasks. 

              

IU02 – I am willing to integrate 

virtual agents into my existing 

workflow  

              

IU03 – I could envision adopting 

virtual agents as a long-term tool 

for my role.   

              

 

 

 


