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“Abstract” 
 

 
Artificial Intelligence (AI) presents transformative opportunities, with projections indicating it could 
contribute up to $15.7 trillion to the global economy by 2030. However, these opportunities are 
accompanied by significant ethical and regulatory challenges. This paper explores the necessity for 
robust governance frameworks to ensure responsible AI deployment, addressing issues such as 
transparency, privacy risks, bias, and corporate power concentration. It emphasizes the importance 
of integrating ethical considerations throughout the AI lifecycle, transcending mere compliance to 
foster a culture of integrity and accountability. Through an analysis of classical and contemporary 
ethical theories, the paper underscores the role of moral responsibility in AI development, asserting 
that ethical governance is essential for long-term sustainability. Ultimately, the future of AI depends 
not only on technological innovation but on the ethical decisions made in the present, which will 
determine whether AI serves societal well-being or exacerbates existing inequalities. 
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1 Artificial Intelligence: Opportunity and Ethical Imperatives 
 

Balancing the potential benefits of Artificial Intelligence (AI) while mitigating its associated risks and 
societal implications represents one of the most significant global challenges of our era. 
 
According to PwC, AI could add up to $15.7 trillion to the global economy by 2030, positioning it as 
the most significant commercial opportunity in today’s rapidly evolving landscape (PwC, 2017). 
Scharre (2023) likens this shift to the advent of a new industrial revolution, echoing the 
transformative impact of past technological breakthroughs. 
 
Generative AI, a branch of AI, is designed to produce various types of content—text, images, audio—
by recognising patterns from vast amounts of training data. In the business world, these systems are 
revolutionising fields such as content creation, customer service, product design, software 
development, data analysis, and workflow management. From generating marketing materials and 
powering sophisticated chatbots to producing product designs and automating routine tasks, 
generative AI is dramatically enhancing efficiency, creativity, and personalisation across industries. 
 
This wave of innovation is projected to boost global GDP by 14% by 2030, with AI-driven 
productivity accounting for approximately $6.6 trillion of this growth (PwC, 2017). The International 
Monetary Fund (IMF, 2019) forecasts that AI could increase productivity in developing economies by 
5-10% within the same timeframe. McKinsey & Company (2023) further indicates that generative AI 
applications could generate an annual economic value between $2.6 and $4.4 trillion. The AI software 
market itself is expected to grow at a compound annual growth rate (CAGR) of 31.3% by 2027 
(Holistic AI, 2024). 
 
Several key sectors are already benefiting from generative AI, including: 
 
- Healthcare: Advancing medical imaging and accelerating drug discovery. 
- Financial Services: Enhancing risk assessment and customer support. 
- Manufacturing: Optimising design, production, and predictive maintenance. 
- Retail and E-commerce: Personalising shopping experiences and automating content generation. 
- Marketing and Advertising: Generating creative content and targeted campaigns. 
- Education: Customising learning materials and automating grading. 
- Entertainment and Media: Creating original content and improving recommendations. 
 
These industries are leveraging AI to innovate and improve operational efficiency, with even broader 
applications on the horizon. 
 
Nevertheless, while the integration of artificial intelligence in commerce presents substantial 
opportunities, it also poses significant ethical challenges. Principal concerns surrounding AI 
encompass privacy risks, potential bias, job displacement, and the necessity for robust governance 
frameworks. The ethical implementation of AI is contingent upon both external regulatory 
environments and internal organizational practices. Although AI can enhance operational efficiency 
and customer experience, its successful adoption necessitates careful navigation of these ethical 
considerations, supported by comprehensive national and international regulations. 
 

2 AI Governance and Regulation: Navigating Ethical Complexity 

 

As the influence of AI continues to expand, the necessity for robust governance frameworks is 
becoming increasingly vital for ensuring the ethical use and deployment of these technologies. 
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Although these frameworks introduce additional complexity, they are essential for ensuring the 
responsible deployment of AI technologies.  
 
By delineating the roles and responsibilities of developers, regulators, and oversight bodies, these 
structures embed ethical considerations throughout the entire lifecycle of AI systems. Exemplars such 
as the NIST AI Risk Management Framework (AI RMF), ISO 42001, and AI Verify demonstrate how 
ethical standards can be integrated into AI governance to align with broader societal values. 
 
While AI capabilities, fairness, and data rights are commonly discussed, critical areas like 
explainability, human autonomy, and the risks posed by Artificial General Intelligence (AGI) often 
receive less attention (Dotan et al., 2024). This imbalance reveals a significant gap in addressing the 
broader ethical risks of AI systems, posing challenges for comprehensive and effective governance. 
 
In their investigation of AI governance ethics, Dotan et al. (2024) highlight a worrying trend: public 
disclosures by companies about their AI governance often lack depth and fail to reflect the actual 
implementation of ethical principles. Common governance indicators—such as the existence of AI 
ethics guidelines, personnel dedicated to ethical oversight, and external assessments—frequently do 
not align with the practical realities of AI development. This disconnect can lead to "ethics washing," 
where companies create the appearance of responsible AI governance without meaningfully 
addressing the associated risks. 
 
Therefore, a strong case can be made against relying exclusively on surface-level indicators, 
suggesting that organisations should be incentivised or mandated to report on the practical 
implementation of their AI ethics principles. This approach would help ensure that ethical 
commitments are backed by concrete mechanisms for managing AI-related risks, rather than existing 
as mere formalities within a wider framework. 
 
A leading example of regional regulation is the European Commission’s guidelines for trustworthy 
AI. These guidelines aim to create a unified regulatory framework that promotes the ethical 
development and deployment of AI technologies, focusing on transparency, accountability, and 
impartiality. While this provides a strong foundation for both domestic and international legislation, 
the emergence of competing regulatory frameworks from the US, UK, and China complicates efforts 
to establish universal standards and best practices across organisations and jurisdictions. 
 
Although the EU, US, and China share common objectives—such as risk management, transparency, 
and rights protection—their approaches vary significantly. Each region’s regulatory priorities are 
shaped by its political, cultural, and economic context, influencing how artificial intelligence 
regulations are structured and enforced, creating fragmented approaches that hinder global standards.  
 
Another critical challenge is the market dominance of a few major tech companies, such as Alphabet, 
Amazon, Apple, Microsoft, and Meta. While these companies are positioned to remain influential for 
decades, their concentration of power and data raises concerns about competition, innovation, and 
market fairness. The Cambridge Analytica/Facebook scandal of 2018, which exposed the unethical 
misuse of personal data, underscores the importance of addressing these challenges. Ensuring 
innovation while protecting public interests and fostering competitive markets will require a balanced 
regulatory approach. 
 
This raises an important question: can governance and regulation effectively tackle the challenges 
posed by AI? And are governments and international organisations equipped to keep pace with the 
fast-evolving technological landscape? Historically, technological advancements have outstripped 
regulatory frameworks, and AI, with its rapid innovation cycles, represents a significant regulatory 
challenge. The early stages of such technological shifts are often characterised by uncertainty and 
disarray, as regulatory bodies struggle to catch up. 
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It is clear that regulation and internal procedures alone cannot fully mitigate the risks associated with 
AI. Effective governance requires a collective and individual commitment to act with integrity and 
ethical consideration. These principles, which are inherently value-based and more of an 'art' than a 
science, present challenges in terms of measurement and enforcement. Therefore, their successful 
implementation necessitates that they be embraced as both cultural and operational imperatives, rather 
than being treated as mere compliance obligations or perfunctory box-ticking exercises. While 
governance and regulation are critical, they cannot function effectively without a robust ethical 
foundation. 
 
3 The Ethical Imperative in AI: Beyond Governance & Regulation 
 

In the rapidly advancing field of artificial intelligence, success hinges not only on technological 
innovation but on embedding ethical considerations at the very core of AI development. 
 
Gambelin (2024) asserts that achieving success in AI projects requires more than just quality data and 
robust algorithms. Many artificial intelligence initiatives fail to reach deployment or achieve their 
intended objectives, partly due to the absence of ethical considerations as a fundamental element of 
AI strategy. 
 
This high failure rate is not merely due to technical challenges but stems from a misalignment 
between AI systems and human-centric values. This misalignment, often described as a "silent killer" 
of AI projects, is frequently overlooked by business leaders who focus primarily on the technological 
aspects. 
 
However, regulation and internal governance frameworks alone cannot fully mitigate the risks 
associated with AI implementation. A broader approach is necessary, one that incorporates both 
collective and individual responsibility to act with integrity and uphold ethical principles.  
 
Ethical principles, characterised as an 'art rather than a science,' are inherently value-based. This 
makes their measurement and enforcement complex, particularly when it comes to applying equitable 
and reasonable sanctions for breaches. Thus, the successful integration of these principles requires a 
deep commitment, not just as a compliance measure but as a cultural and operational imperative. 
 
Ethical considerations must therefore be integrated throughout the entire AI development process—
from conceptualisation to deployment. This holistic approach enables organisations to address the gap 
between the intended purpose of AI systems and their real-world outcomes. By embedding ethics 
from the start, companies can better mitigate risks, optimise returns on investment, and ensure long-
term sustainability. Developing a comprehensive AI strategy that moves beyond superficial fixes is 
essential, focusing on the creation of a solid ethical framework that underpins AI development. 
 
Ethical challenges often arise from the complexity of organisations or the actions of bad actors. 
However, the question remains whether organisations themselves can bear moral responsibility. 
While business organisations are not political entities, they wield considerable societal power and 
produce far-reaching outcomes through collective action. This collective nature introduces unique 
mechanisms for generating moral accountability. To understand moral responsibility in business, we 
must acknowledge that organisations, through their collective actions, can create conditions for moral 
accountability. 
 
Wishart (2018) raises critical questions about the relationship between individual morality and 
organisational ethics, particularly among senior business managers. While many senior leaders claim 
personal moral integrity, the persistence of unethical corporate behaviour suggests that individual 
morality does not always translate into ethical organisational practices. This disconnect may warrant 
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further exploration, perhaps through the development of shared mental models that link individual 
moral identities to collective corporate responsibility. 
 
Is there not also evidence of a decline in ethical standards, reflecting a broader deterioration of moral 
values within society? Mastroianni and Gilbert (2023) challenge this widely held belief, arguing that 
the perception of declining morality stems from psychological biases rather than objective reality. 
Their findings suggest that ethical practices are not necessarily weakening and that upholding high 
ethical standards is still very much within reach. 
 
Fundamentally, the incorporation of ethical considerations into artificial intelligence must be an 
integral component of its conceptualization and implementation, rather than a supplementary measure 
introduced through governance. To achieve this, a precise definition of ethics in this context is 
essential. 
 

3.1 A definition 
 

Defining 'ethics' can be as challenging as defining religion, given its abstract nature and the fact that 
its content shifts across time and cultures (Dobrin, 2002). Although some scholars differentiate 
between 'morals' and 'ethics', these terms can be utilized interchangeably. Philosophers typically 
define morals as beliefs about right and wrong, and ethics as the philosophical reflection on those 
beliefs. Social scientists, however, tend to differentiate moral behaviour as adhering to societal norms, 
while ethical behaviour aligns with universal principles. Generally, morality relates to personal issues, 
and ethics deals with social matters, though these domains frequently overlap. 
 
At its core, ethics encompasses the principles guiding the conduct of individuals and organisations, 
rooted in concepts of fairness, justice, and respect. Ethics involves critically evaluating choices and 
selecting actions that are consistent with these principles. It serves as a framework for how people 
make decisions and live their lives. 
 
Ethical behaviour, then, is the practice of making decisions and acting in ways that uphold these 
principles. It encompasses qualities such as honesty, integrity, fairness, and respect for others. Ethical 
behaviour means doing the right thing, even when it is difficult or when there is no external scrutiny. 
It involves treating others with dignity, avoiding harm, and considering the broader impact of one's 
actions on individuals, communities, and the environment. 
 

3.2 Classical ethical theory 
 

The study of ethics has a rich history, shaped by both ancient and modern philosophers, forming the 
bedrock of moral philosophy. These classical ethical theories explore fundamental questions about 
right and wrong, and how individuals should conduct their lives. 
 
Plato's ethical theory from 380 BC is rooted in his concept of the Realm of Forms, where the Form of 
the Good represents the ultimate object of knowledge and the highest aim of life. For Plato, 
understanding morality involves comprehending these perfect, unchanging Forms (Plato, 2020). 
 
Aristotle's virtue ethics of 350 BC centres on achieving eudaimonia, or the highest human good, by 
cultivating virtues that strike a balance between deficiency and excess—a concept known as the 
"Golden Mean." Courage, temperance, and justice are among the virtues that lead to a balanced and 
fulfilling life (Aristotle, 2020). 
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Immanuel Kant revolutionized ethics with his deontological approach, arguing that moral actions are 
driven by duty. His Categorical Imperative holds that one should act only on principles that can be 
universally applied, and that individuals must always be treated as ends, not merely as means (Kant, 
1785). 
 
In 1887 Nietzsche, in contrast, advocates for a revaluation of values and envisions the emergence of 
the 'Übermensch'—an individual who creates their own values, independent of societal norms 
(Nietzsche, 2003). 
 
David Hume in 1739 adopts an empiricist stance, arguing that moral judgments arise from human 
sentiments rather than rationality. He asserts that feelings of approval or disapproval, rather than 
reason, underpin our moral decisions (Hume, 1985). 
 
In 1863 John Stuart Mill, a utilitarian, maintains that the morality of an action is determined by its 
consequences, advocating for the greatest happiness for the greatest number. Mill also distinguishes 
between higher intellectual pleasures and lower physical ones, attributing greater value to the former 
(Mill, 1998). 
 
These philosophers have profoundly influenced ethical thought. From Plato’s metaphysical ideals and 
Aristotle’s virtues to Kant's duty-driven ethics, Nietzsche's existentialism, Hume's sentimentalism, 
and Mill's consequentialism, each offers distinct perspectives on morality, enhancing our 
understanding of ethical behaviour. 
 

3.3 Contemporary ethical theory 
 

Modern ethical theory has advanced to address emerging issues and incorporate a variety of 
viewpoints, reflecting the intricate nature of a globalized and technologically sophisticated world. 
Important current topics in ethics encompass environmental ethics, bioethics, corporate ethics, digital 
ethics, and global justice. 
 
Business ethics explores moral principles and dilemmas in business, aiming to balance profit with 
social responsibility. This field has gained importance due to heightened scrutiny of corporate 
behaviour and its societal impact. Theories in business ethics cover corporate social responsibility 
(CSR), stakeholder theory, and ethical leadership. Carroll's CSR pyramid outlines business 
responsibilities from economic and legal to ethical and philanthropic (Carroll, 1991). Freeman's 
stakeholder theory posits that businesses should consider all stakeholders' interests, not just 
shareholders, in decision-making (Freeman, 1984). 
 
Digital ethics explores the ethical implications of digital technologies and the internet, addressing 
issues such as privacy, surveillance, AI, and the digital divide. Luciano Floridi's influential 
"information ethics" framework regards information as a vital good and stresses the ethical 
importance of information processes (Floridi, 2013). AI and machine learning raise concerns about 
bias, accountability, and the moral treatment of autonomous systems. The goal of digital ethics is to 
ensure that technological advancements uphold human dignity while fostering fairness and justice. 
 
The contemporary ethical discourse reflects the complex and interconnected nature of the present-day 
world, delving into issues such as ecological sustainability and digital innovation. In expanding 
traditional ethical frameworks and incorporating a diverse range of perspectives, these themes 
enhance our understanding of moral principles in the 21st century. The ongoing development of these 
fields underscores the critical role of ethical contemplation in addressing current challenges. 
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3.4 Business ethics 
 

Business ethics, although a comparatively nascent academic discipline, has experienced substantial 
attention and development. Nevertheless, its precise scope and nature remain subjects of discourse, 
partially attributable to its multidisciplinary contributors, encompassing fields such as social 
psychology, management studies, and moral and political philosophy. 
 
A key discussion in business ethics over the past three decades has centred on whether it constitutes a 
distinct theoretical field or is simply an application of existing moral and political theories to business 
contexts. Some argue that business ethics is an extension of established moral philosophies, while 
others contend that it requires its own theoretical frameworks due to the unique dynamics within 
business environments. 
 
One of the primary challenges in business ethics is delineating its scope and identifying the specific 
ethical questions it should address. The field's focus on the complex organizational structures and 
relationships within businesses—such as coordinated activities, ownership, and power dynamics—
necessitates a tailored ethical approach to these intricacies. 
 
Business ethics involves applying moral and political theories to the collective actions of business 
organisations, acknowledging the shared moral obligations and accountability that arise from these 
actions. While there are parallels with broader ethical theories, the unique dynamics of business 
environments require a specialised ethical framework. Within this framework, pluralism plays a 
critical role by recognising the diverse and sometimes conflicting moral responsibilities businesses 
face, allowing for multiple legitimate perspectives that depend on corporate structure and specific 
actions. 
 
Business ethics, therefore, occupies a unique intersection of various theoretical perspectives, requiring 
specialised approaches to address its complexities. By focusing on collective action and moral 
accountability, this field distinguishes itself while drawing on insights from broader ethical theories. 
This nuanced and pluralistic approach ensures that business ethics remains a vital and evolving 
discipline. 
 
4 Beyond Compliance: Embedding Ethics in AI’s Future 
 
As the world faces increasingly complex challenges, the role of ethics in guiding both technological 
and business practices becomes ever more critical in shaping a sustainable and equitable future. 
 
The integration of artificial intelligence (AI) into contemporary business practices necessitates more 
than the mere adoption of regulatory compliance or the establishment of governance frameworks. It 
requires a fundamental commitment to uphold ethical standards and integrity throughout the lifecycle 
of AI development and deployment. Ethical considerations should be deeply embedded within an 
organisation’s strategic vision, ensuring that AI technologies are not only aligned with societal values 
but are also deployed responsibly for the benefit of all stakeholders. 
 
While progress has been made in AI governance, this advancement remains insufficient. A more 
transparent and robust approach is required, one that transcends performative ethics signalling. Both 
companies and regulators must take more comprehensive actions to ensure that ethical principles are 
meaningfully implemented, rather than simply articulated. To achieve this, fostering a corporate 
culture that champions ethics and accountability is essential. 
 
Ethical behaviour, however, is not easily codified. Traits such as integrity, responsibility, and fairness 
cannot simply be mandated or enforced through legislation. Rather, these intangible qualities must be 
nurtured through the development of organisational values and practices that encourage ethical 
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conduct. The cultivation of an ethical mindset within organisations is vital, as it fosters an 
environment where ethical considerations are woven into the fabric of decision-making processes. 
 
Moreover, AI integration requires a broader cultural and mindset shift within organisations. Curiosity, 
adaptability, humility, and collaboration are essential in navigating the uncertainties inherent in AI 
technologies. Leadership must actively model these qualities, promoting a culture that encourages 
questioning, embraces change, and views failure as an opportunity for learning. Such an environment 
is conducive to innovation while ensuring that ethical principles are upheld. 
 
Governance and legislation have long struggled to keep pace with technological innovation. This 
historical trend, evident since the Industrial Revolution, persists in the context of AI and other 
disruptive technologies. Lawmakers, lacking specialised knowledge of rapidly evolving technologies, 
face challenges in crafting timely and effective regulations. Consequently, corporate responsibility 
plays an even more critical role, especially given the differences between regulatory approaches in the 
US, EU, and UK. The United States lacks a unified regulatory framework, in contrast to the EU’s 
risk-based framework and the UK’s sector-specific focus. This divergence emphasizes the necessity 
for a more harmonized global approach to AI governance, analogous to the accords on climate 
change. 
 
Although businesses have a moral responsibility to act as ethical agents, their complexity often makes 
it difficult for the public to trust that they are acting in the public’s best interest. This complexity, 
however, should not serve as an excuse for inaction. Instead, it highlights the necessity for robust 
internal processes, comprehensive staff training, and thorough quality assurance measures. 
Organisations must evaluate the implications of AI on their operations, products, services, and even 
their business models, adjusting their strategies to reflect the ethical dimensions of AI deployment. 
 
In conclusion, the ethical governance of AI extends far beyond compliance. It requires a commitment 
to ongoing education, transparency, and the responsible management of internal risks. As AI 
continues to shape our world, it is crucial that we integrate ethical principles into its design, 
deployment, and oversight. Only through such dedicated efforts can businesses ensure that AI serves 
as a force for good, contributing to societal well-being and safeguarding the values we hold dear. 
 
In the era of AI, ethical conduct is no longer a mere regulatory obligation but a cornerstone of 
sustainable innovation. Incorporating ethical principles into the development, implementation, and 
maintenance of AI systems enables organisations to harness AI’s full potential while preserving 
societal values. As we confront the global challenge of promoting safe and sustainable AI, we must 
commit to ensuring that it advances in a manner that is just, fair, and beneficial to all.  
 
The future of AI is contingent not only upon technological advancements but, more significantly, 
upon the ethical considerations we address in the present. As AI continues to exert influence on our 
society, it is imperative that our ethical frameworks evolve concomitantly and assume a position of 
primacy. These ethical imperatives will be instrumental in determining whether AI emerges as a 
catalyst for societal advancement or exacerbates existing inequalities and detrimental outcomes. The 
path we elect to pursue at this juncture will be pivotal in defining the role AI assumes in shaping the 
future of humanity. 
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