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Fintech start-ups offer digital SME Lending Platforms for smooth customer journeys, that 

spans from campaigning to loan delivery to small enterprises. These startups are rising in 

numbers across the globe specifically the United States and India Markets due to the 

increased demand of the credit by the small and medium enterprises. The widely used 

phrase "lending" refers to the process of lender giving money to the borrower. 

Digitalization uses state through processing to bring cost-effectiveness, enhanced customer 

experience, speed of disbursements, better risk assessment, and adequate decision-making. 

SME, or small and medium-sized enterprises, are companies that need capital to operate in 

the market. To grow their business, they require capital. Since the majority of them are new 

companies, they fall into the subprime or thin-file consumer category, which means that 

credit agencies have either given them a low credit score or no credit score at all.  These 

customers' loan requests are denied by financial institutions because they are unable to 

meet their capital criteria. By leveraging alternative data such as payments, rent, mobile 

phone, and social media information, the fintech start-up industries target these customers 

and offer loans at higher interest rates in an effort to reduce the risk. They have also 

developed their own digital systems for risk assessment of these customers. 

This paper provides the improvisation pertaining to the Bank Statement Analyser built in 

the study (Mehta, 2020) to mitigate the risk associated with the SME lending in the United 

States and India. At the same time this method uses the latest AI technology via Large 

Language Models that has a potential to boost the credit decisioning process of a financial 

institution.  

The statements that banks periodically release are known as bank statements. Transaction-

level information for their clients is included in these statements. This study examined 

1,00,000 transactions from 3,300 small and medium-sized businesses in the US and 20,000 

transactions from 475 small and medium enterprises in the India market using anonymized 

parsed PDF bank statement data. Using text mining techniques like count vectorizer and n-

grams, as detailed in the study (Mehta, 2020), this transaction-level data was first used to 
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generate transaction categories, or keywords. Later, these keywords were used to classify 

the transactions. Compared to earlier research (Mehta, 2020), a more refined set of 

keywords is used in this study. In this work, rule-based, machine learning, and Large 

Language Models methods for multi-class classification were employed as classification 

techniques. Various prompt designs and strategies are used for large language models 

classification task. 

 

In the end, a number of important measures known as cash flow variables were generated 

for loan credit decisioning, together with changes in revenue, operational profit, operating 

profit margin, and debt services.  

 

KEYWORDS: LLM in Banking, Bank Statements Analysis, Machine Learning in 

Lending, Digital SME Lending, Digital Lending, Risk in SME Lending, AI to reduce risk 

in SME Lending, Use of large language models for credit decisioning. 

  



ix 
 

TABLE OF CONTENTS 

List of Tables ...................................................................................................................... 8  

List of Figures ..................................................................................................................... 9 

LIST OF ABBREVIATIONS ........................................................................................... 10 

CHAPTER I:  INTRODUCTION ....................................................................................... 2 

1.1 Introduction ................................................................................................. 2 
1.1.1 Understanding SME Lending .......................................................... 3 
1.1.2 Risk in SME Lending ...................................................................... 5 
1.1.3 Challenges associated with SME Lending ...................................... 9 

1.2 Research Problem ..................................................................................... 10 
1.3 Purpose of Research .................................................................................. 11 
1.4 Significance of the Study .......................................................................... 11 
1.5 Research Purpose and Questions .............................................................. 16 

CHAPTER II:  REVIEW OF LITERATURE .................................................................. 17 

2.1 Introduction ............................................................................................... 17 
2.2 Digitalization in SME Lending ................................................................. 17 
2.3 Understanding Cash Flow analysis ........................................................... 25 
2.4 Methods used in past for Text Classification or Bank transactions 
classification ......................................................................................................... 30 
2.5 Problem statement ..................................................................................... 42 
2.6 Gaps identified in the Literature Review .................................................. 46 
2.7 Summary ................................................................................................... 56 

CHAPTER III:  METHODOLOGY ................................................................................. 58  

3.1 Overview of the Research Problem .......................................................... 58 
3.2 Operationalization of Theoretical Constructs ........................................... 61 
3.3 Research Purpose and Questions .............................................................. 61 
3.4 Research Design........................................................................................ 62 

3.4.1 Elaboration to Approaches ............................................................ 62 
3.4.2 Logical Flow Diagrams ................................................................. 64 
3.4.3 Tools and Technologies ................................................................ 68 

3.5 Population and Sample ............................................................................. 70 
3.6 Participant Selection ................................................................................. 70 

3.6.1 Data Preparation ............................................................................ 70 
3.6.2 Data Preparation for Keywords Generation Module ..................... 71 
3.6.3 Data Preparation for Clustering and Rule-Based 
Classification Module ............................................................................... 71 
3.6.4 Data Preparation for Machine Learning Classification ................. 71 



ix 
 

3.6.5 Data Preparation for Large Language Model Classification ......... 72 
3.6.6 Data Preparation for Post Classification Module .......................... 76 

3.7 Data Partitioning ....................................................................................... 76 
3.8 Instrumentation ......................................................................................... 77 

3.8.1 Transactions Clustering ................................................................. 77 
3.8.2 Transactions Classification using Machine Learning ................... 79 
3.8.3 Transactions Classification using Large Language Model ........... 80 
3.8.4 Evaluation...................................................................................... 80 
3.8.5 Model Implementation .................................................................. 82 

3.9 Data Collection Procedures ....................................................................... 82 
3.10 Data Analysis ............................................................................................ 84 

3.10.1 Data Pre-processing..................................................................... 84 
3.10.2 Data Transformation ................................................................... 85 
3.10.3 Data Cleaning .............................................................................. 87 
3.10.4 Fixing Data Types ....................................................................... 88 
3.10.5 Exploratory Data Analysis .......................................................... 88 

3.11 Research Design Limitations .................................................................... 99 
3.12 Conclusion .............................................................................................. 100 

CHAPTER IV:  RESULTS ............................................................................................. 102  

4.1 Research Question One ........................................................................... 102 
4.1.1 Keywords Generation Process .................................................... 102 
4.1.2 Keywords validations .................................................................. 111 

4.2 Research Question Two .......................................................................... 111 
4.2.1 Machine Learning Classification ................................................ 112 
4.2.2 Machine Learning based classification Evaluation ..................... 112 

4.3 Research Question Three ........................................................................ 112 
4.3.1 LLM Classification Results ......................................................... 113 
4.3.2 Post Classification Results .......................................................... 124 
4.3.3 Output Variables ......................................................................... 124 

4.4 Research Question Four .......................................................................... 125 
4.5 Summary of Findings .............................................................................. 128 

CHAPTER V:  DISCUSSION ........................................................................................ 129 

5.1 Discussion of Results .............................................................................. 129 
5.2 Discussion of Research Question One .................................................... 129 
5.3 Discussion of Research Question Two ................................................... 130 
5.4 Discussion of Research Question Three ................................................. 130 
5.5 Discussion of Research Question Four ................................................... 131 

CHAPTER VI:  SUMMARY, IMPLICATIONS, AND RECOMMENDATIONS ....... 134 

6.1 Summary ................................................................................................. 134 



ix 
 

6.2 Implications............................................................................................. 136 
6.3 Recommendations for Future Research .................................................. 137 
6.4 Conclusion .............................................................................................. 139 

REFERENCES ............................................................................................................... 142  

APPENDIX A:  ENHANCED KEYWORDS LIST ....................................................... 150 

 

  



ix 
 

LIST OF TABLES 

Table 1 Gaps identified in Literature Review ................................................................... 46 

  



ix 
 

LIST OF FIGURES 

Figure 1 Process Flow Diagram ........................................................................................ 65 
Figure 2 Machine Learning Model/LLM Model .............................................................. 67 
Figure 8 DBSCAN clustering process. (DBSCAN - Wikipedia, 2020) ........................... 78 
Figure 9 Term Frequency as defined in (Maklin, 2019) ................................................... 86 
Figure 10 Inverse Document Frequency as described in (Maklin, 2019) ......................... 87 
Figure 15 Number of Bank Accounts of Merchants ......................................................... 89 
Figure 16 Number of Months of each Bank Account ....................................................... 90 
Figure 17 Analysis of Credits, Debits & Monthly Averages of Bank Accounts .............. 91 
Figure 18 Analysis of Credits, Debits & Monthly Averages of Bank Accounts Part 2 ... 92 
Figure 19 Merchant Level Analysis (1/2) ......................................................................... 93 
Figure 20 Merchant Level Analysis (2/2) ......................................................................... 94 
Figure 21 Industry Level Analysis .................................................................................... 94 
Figure 22 Bank ID Level Analysis ................................................................................... 95 
Figure 23 Visualization of Relationship ........................................................................... 96 
Figure 24 Top 5 Deposits of Merchants ........................................................................... 96 
Figure 25 Top 5 Deposits of Merchants part 2 ................................................................. 97 
Figure 26 Number of Days between Withdrawals ............................................................ 97 
Figure 27 Covariance Analysis ......................................................................................... 98 
Figure 28 Cluster of similar transactions .......................................................................... 99 
Figure 29 Sample Keyword List ..................................................................................... 111 
Figure 30 Set of output variables – LLM Model ............................................................ 125 
 

 

 

 

 

 

 

 

 

 

 



ix 
 

LIST OF ABBREVIATIONS 

 

SME…………………………. Small and Medium Enterprises 

US……………………………. United States 

BSA…………………………...Bank Statement Analyser 

AI……………………………...Artificial Intelligence 

DSCR………………………… Debt Service Coverage Ratio 

DTI…………………………… Debt to Income Ratio 

CFR……………………………Cash Flow Ratio 

CB……………………………. Credit Bureau 

EDA…………………………... Exploratory Data Analysis 

NBFC…………………………. Non-Banking Financial Companies 

NASSCOM………………The National Association of Software and Services Companies 

UK……………………………...United Kingdom 

PDF……………………………. Portable Document Format 

NSF……………………………  Non-Sufficient Funds 

EBITDA………………. Earnings Before Interest, Taxes, Depreciation, and Amortization 

P&L……………………………. Profit and Loss statements 

LLM……………………………... Large Language Model 

 

 

 

 

 

 

 

 



2 
 

CHAPTER I:  

INTRODUCTION 

1.1 Introduction  

Rao et al. (2023) had stated in their study “Small and medium-sized enterprises (SMEs) 

are a significant source of employment for many people in developing and developed 

economies. However, one of the significant constraints that SMEs face is limited access to 

finance.” Current study is all around the methods that could be adopted to reduce risk in 

SME lending and thus enable finance institutions to provide loans to the SME population 

for the development of their businesses that could further boost an economic growth of a 

country. 

 

Over the past ten years, the digitalization of the lending industry has given rise to numerous 

fintech start-ups worldwide. These financial institutions are now engaged in tough 

competition. In the past, underwriters have made loan eligibility decisions for clients 

mostly based on credit agency credit scores. Because of this, a large percentage of 

customers have their credit demand denied by banks or are not eligible for loans because 

of low or no credit scores. These customers are referred to as subprime and thin-file 

customers. Fintech startups are focusing on this group of customers that either had their 

loan applications denied by banks or they required loans that could be processed more 

quickly for pressing demands. 

  

These businesses take realistic risks into account and meet customer needs by offering 

unsecured (collateral-free) loans. Most of these loans have short terms and exorbitant 

interest rates. These fintech companies raise funds from investors and use it to make 

investments by lending money to customers. Commission fees from investors and various 

expenses related to approving, processing, and overseeing loans are their sources of 

revenue.  
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Appropriate risk measurement techniques and the use of alternative data sources are always 

needed in order to produce important risk metrics that could aid in auto decisioning for 

improved decision management. Only SME enterprises in the US and India markets were 

taken into account for this study, as they represent a significant portion of the customer 

base and are in continual need of funding to meet their working capital needs. The majority 

of them lack a credit score and credit history. In this study, bank statements that SMEs 

submit are examined to determine whether or not they qualify for a loan.  

 

This study explores traditional and new AI technologies to boost the credit decisioning 

process. Rule based engine, Machine Learning and Large Language Models are used for 

credit decisioning of the SME consumers. Extensive Prompt Engineering is used in this 

study for the prompt designing in order to perform multi class classification using Large 

Language Model. In addition to this, few shot examples technique is employed for the LLM 

classification. 

 

1.1.1 Understanding SME Lending 

Small and medium-sized enterprises (SMEs), which are essential to innovation, 

employment creation, and economic prosperity, are the cornerstone of economies. For 

many SMEs, obtaining funding is still a constant obstacle, especially in emerging nations 

and places of extreme poverty. Fintech companies must comprehend the financing 

environment for small and medium-sized enterprises (SMEs) because it has a direct impact 

on the viability and sustainability of these companies. SME financing includes a wide range 

of financial services and products that are designed to satisfy the capital requirements of 

small and medium-sized enterprises, from conventional bank loans to cutting-edge fintech 

options. On a national and worldwide level, these finance choices are essential for 

encouraging entrepreneurship, business growth, and economic development. 

 

The SME lending landscape is defined by a broad range of opportunities and limitations, 

including market dynamics, regulatory frameworks, technological advancements, and 
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socioeconomic conditions. For an extended period, small businesses have mostly gotten 

their credit from commercial banks and microfinance institutions, two reputable sources of 

funding for small businesses. However, challenges like stringent collateral requirements, 

prolonged approval processes, and minimal outreach to minority SME market segments 

are often faced by these banks. Furthermore, the global financial crisis of 2008 worsened 

credit constraints for SMEs since banks tightened lending standards and reduced risk 

exposure in response to heightened regulatory scrutiny and economic uncertainty. 

 

The financial technology industry, or fintech, emerged in recent years and transformed the 

SME lending sector by offering innovative solutions to numerous issues associated with 

traditional lending channels. Fintech companies leverage cutting edge technologies such 

as blockchain, AI, and data analytics to enhance credit evaluation capabilities, accelerate 

loan approval processes, and expand small and medium-sized enterprises' access to capital. 

By using automated algorithms and other data sources, fintech lenders can target 

underserved SME market segments that were previously kept out of conventional finance 

channels, make lending decisions more quickly, and offer more customized loan solutions. 

 

The use of digital platforms and online lending has simplified SME financing, making cash 

acquisition for business owners relatively simple. Instead of the weeks or months that 

traditional lenders usually require, these platforms allow SMEs to complete loan 

applications online, submit documentation electronically, and receive funding within days 

or even hours. Furthermore, fintech lenders can interact with a wider range of SME 

clients—including startups, microenterprises, and companies with little collateral or credit 

history—by using risk-based pricing models and flexible underwriting guidelines. 

 

In addition to making finance accessible, fintech-driven SME financing offers several 

significant advantages, including greater client satisfaction, lower transaction costs, and 

more transparency. Fintech platforms detect fraudulent behavior, more accurately assess 

credit risk, and customize loan terms to the borrower's needs and financial profile using 
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machine learning algorithms and data analytics. This data-driven approach's enhancement 

of creditworthiness assessment and decrease in default and non-performing loan incidence 

yield long-term benefits for lenders and borrowers alike. Fintech has the potential to 

revolutionize SME finance, but before this promise can be fulfilled, a variety of risks and 

restrictions must be taken into account. Fintech lenders find it very challenging to comply 

with regulatory standards, especially in highly regulated nations with strict licensing, 

consumer protection, and anti-money laundering (AML) regulations. Concerns around 

cybersecurity, algorithmic bias, and data privacy also highlight the significance of moral 

behavior and strong risk management frameworks for fintech-driven lending. Building 

trust and confidence in fintech lending platforms and supporting sustainable growth in the 

SME finance ecosystem requires adhering to responsible lending practices, treating 

borrowers fairly, and fully disclosing terms and conditions. 

 

Globally, SME lending is essential for encouraging business, financial inclusion, and faster 

economic growth. The coming together of market dynamics, regulatory reforms, and 

technological innovation is creating new avenues for fintech-driven lending solutions to 

meet small businesses' financing requirements. Stakeholders in the SME ecosystem can 

fully leverage fintech's potential to support business people, stimulate innovation, and 

create robust economies that succeed in the digital age through data-driven insights, digital 

platforms, and collaborative partnerships. 

 

1.1.2 Risk in SME Lending 

Lending to the SME population has advantages as well as disadvantages. Lending to SMEs 

carries a number of risks. When lending to SMEs, credit risk is a big concern. The financial 

standing of the SME, their capacity to repay loans, industry-specific risks, and 

demographic variables are some of the elements that contribute to credit risk. The term 

interest rate risk describes the swings in interest rates that might have an effect on 

borrowers who are SMEs. In order to maintain stability in their loan portfolios, fintech 

companies must successfully manage this risk. Variations in income might cause cash flow 
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issues, which can hinder their capacity to make loan payments on schedule. It is possible 

to define a suitable loan line for SMEs. Fintech must find a balance between controlling 

risk and providing the funding that SMEs require. SMEs frequently don't have much 

collateral. 

Small and Medium-sized Enterprises (SMEs) are an essential component of the global 

economy, making a substantial contribution to economic growth, innovation, and the 

creation of jobs. However, due to a number of reasons, including lower financial 

transparency, fluctuating cash flows, and higher default probabilities compared to bigger 

firms, lending to SMEs has inherent risks for financial institutions and investors. Lenders, 

legislators, and business owners must all be aware of the risks involved in SME lending in 

order to implement risk-reduction plans, responsible credit evaluation procedures, and 

well-informed decision-making that promote ethical lending and long-term company 

expansion. 

The intrinsic features of small enterprises, such as their limited financial resources, 

operational vulnerabilities, and reliance on important persons or market niches, pose a 

significant risk when it comes to financing to SMEs. SMEs frequently have difficulties that 

can affect their capacity to repay loans and fulfil financial commitments, such as limited 

access to formal finance, unstable market conditions, and regulatory concerns. Lenders 

may view SME financing as intrinsically riskier due to the absence of collateral or credit 

history, which makes it riskier than lending to large, established firms with track records 

and real assets. 

Credit risk, which includes the possibility of borrower default or failure to repay loans in 

accordance with contractual commitments, is a major worry in SME lending. Factors like 

cash flow mismatches, market downturns, competitive challenges, or unanticipated events 

like natural catastrophes or economic crises can all cause financial difficulties for SMEs. 

Furthermore, lenders may be exposed to increased credit risk in the absence of strong 

frameworks for credit risk assessment and risk management, which might have a negative 
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effect on capital adequacy and profitability as well as increase the rate at which loans 

become delinquent and write off. 

Operational risk, which arises from internal procedures, systems, and human mistake and 

may cause monetary losses or harm to financial institutions' reputations, is another 

important aspect of risk in SME lending. Inadequate underwriting criteria, poor loan 

paperwork, inefficient loan monitoring procedures, or insufficient controls to stop fraud 

and misconduct are a few examples of operational hazards in SME lending. Furthermore, 

operational hazards can be made worse by depending too much on antiquated technology, 

dispersed data systems, and manual processes, which can impair SME lending operations' 

scalability, efficiency, and regulatory compliance. 

For SME lenders, market risk presents extra difficulties, especially in erratic or 

unpredictable economic climates where the creditworthiness and financial performance of 

SME borrowers can be impacted by macroeconomic variables, industry dynamics, and 

market conditions. The ability of SMEs to service debt and repay loans can be impacted by 

fluctuations in interest rates, exchange rates, commodity prices, and consumer demand. 

These fluctuations can also have an impact on SMEs' revenues, expenses, and profitability. 

Furthermore, new market uncertainties and systemic risks may be introduced by trade 

agreements, regulatory policy changes, or geopolitical events, which could have an impact 

on the whole SME financing landscape. 

 

Another important factor in SME lending is liquidity risk, which represents the possibility 

that lenders won't be able to fulfil funding commitments, sell assets to pay for loan 

disbursements, or honour depositor withdrawal requests. Mismatches in the maturity 

profiles of assets and liabilities, reliance on short-term funding sources, or interruptions in 

the capital markets that restrict access to liquidity can all pose problems for SME lenders 
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when it comes to liquidity. Furthermore, unfavourable credit occurrences or market trends 

could lead to liquidity crises, forcing lenders to reduce lending, tighten credit requirements, 

or apply for emergency funding from government organizations or central banks in order 

to preserve stability and solvency. Given the changing regulatory environment and 

heightened scrutiny from regulatory bodies over consumer protection, anti-money 

laundering (AML), and know-your-customer (KYC) requirements, compliance risk is a 

major worry for small and medium-sized lenders. Investor confidence and public 

confidence in the integrity and stability of the financial system can be undermined by 

financial institutions' non-compliance with regulatory duties, which can lead to fines, 

penalties, legal liabilities, and reputational harm. To reduce regulatory risks and guarantee 

compliance with relevant laws and regulations, SME lenders need to manage complicated 

regulatory frameworks, keep up with regulatory developments, and have strong 

compliance processes in place. 

 
Protecting the interests of lenders, borrowers, and other stakeholders in the financial 

ecosystem requires careful analysis and proactive risk management measures, which are 

inherent in the varied array of risks associated with SME financing. In an increasingly 

uncertain and dynamic business environment, SME lenders can reduce risks, improve 

financial stability, and support the growth and resilience of small businesses by 

implementing responsible credit risk assessment practices, improving operational 

resilience, and fortifying compliance frameworks. Furthermore, in order to address 

systemic risks, encourage responsible lending practices, and promote inclusive economic 

development that benefits SMEs and society at large, it is imperative that industry players, 

legislators, and regulatory agencies collaborate and share expertise. 
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1.1.3 Challenges associated with SME Lending 

The difficulties in financing to small and medium-sized enterprises (SME) in the US and 

India markets are covered in detail in this section. SMEs are essential to a region's overall 

economic growth, employment generation, and innovation. Fintech institutions have both 

possibilities and challenges when financing to these enterprises. SMEs frequently lack 

financial information, which makes it challenging for lenders to fairly evaluate their 

creditworthiness. Fintech faces challenges in obtaining dependable and consistent data 

about the SME community because of dispersed sources and different reporting standards. 

The financial reporting procedures used by SMEs are frequently manual, which causes 

errors, inefficiencies, and delays.  

 

However, SMEs encounter opacity in the mechanisms used for fintech loan evaluation. 

The criteria for review, documentation requirements, and loan vary throughout financial 

institutions. This discrepancy makes the loan procedure much more difficult. Because of 

some tender processes, a lack of automation, and bespoke solutions, supplying SMEs can 

come at a disproportionately high cost. Agility and responsiveness are hampered by the 

widespread use of antiquated legacy systems by financial organizations. SMEs are 

expecting more and more seamless digital experiences. Fintech needs to make investments 

in mobile apps, internet platforms, and user-friendly interfaces. By utilizing state-of-the-

art modelling tools along with forward-looking data sources (such transaction data, internet 

sales, and other alternate data), one can improve the SMEs' credit risk assessment. Risks 

inherent in SME loans include volatility in the economy, demographics, industry-specific 

issues, and political instability in the local area.   

 

Fintech needs to enhance its operational models in order to produce sustainable returns, 

even though SME lending might be profitable. Regulations may have an impact on SME 

loan procedures. Serving SMEs while maintaining capital adequacy levels can be difficult, 

particularly for smaller financial institutions. Due to their risk aversion and strict credit 
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checks, SMEs frequently have difficulty obtaining bank financing. Fintech is bridging the 

gap by providing SMEs with creative loan options. 

 

The landscape of SMEs lending is undoubtedly dynamic, and Fintech must change to 

satisfy these companies' changing needs. Financial institutions may efficiently manage 

risks and exploit the great potential of SME lending by adopting technology, reducing 

procedures, and cultivating strong partnerships. Financial transactions are only one aspect 

of supporting SMEs; other goals include promoting economic expansion and giving 

entrepreneurs the tools they need to effect positive change. 

 

1.2 Research Problem 

The majority of fintech companies have been working to digitize the SME lending process 

in order to achieve state-through processing, which will improve decision-making, speed 

up disbursements, and reduce costs. Therefore, in order to effectively make risk-based 

decisions, a strong system for hedging credit risk is required. Alternate data is utilized to 

back this, ensuring that decision-making is more trustworthy and that reliance on credit 

scores from credit bureaus is kept to a minimum. Analyzing bank statement data as a 

substitute source of information for creating cash flow variables to aid in credit decision-

making is one way to find a solution. Significantly little work has been done in the past on 

the subject of analyzing bank statements to produce insightful data that improves credit 

decision-making. 

 

Previous study (Mehta, 2020) has analyzed the bank statements data to produce the bank 

statement analyzer to boost the credit decisioning process. However, the accuracy of 

classification of bank statement transactions was not adequate and this study aims at 

improving the accuracy of the classification of banking transactions to multiple cash flow 

classes and at the same time to explore the model for India Market to see if this could work 

with minimal adjustments. In addition to this, current study would also explore the novel 
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AI technology i.e. Large Language Models for classification of the bank statement 

transactions. 

 

1.3 Purpose of Research  

As highlighted in above point, the purpose of this study is to improve a bank statement 

analyser for SME Lending developed by (Mehta, 2020) that could produce more accurate 

insights to support robust credit decisioning. The data used for this study comprises of 

1,00,000 transactions for 3,300 small and medium enterprises in the US. Applying this 

model to 20,000 transactions pertaining to 450 SMEs in India Market to see if this model 

could work with minimal adjustments and could be generalized for different geographies. 

This quantity of transactions is sufficient to establish a proof of concept and valuable 

insights that could be replicated for any future number of transactions. The US Lending 

and India Lending Markets are the geographic areas that this study takes into consideration.  

 

In addition to above, study would also explore the novel AI technology like Large 

Language Models for the classification use case of this study to segregate the bank 

statement transactions into the cash flow classes in order to generate the cash flow 

variables. 

 

1.4 Significance of the Study  

Risk reduction in SME (small and medium-sized firm) lending is a crucial aspect of ethical 

financial behavior that is required to sustain economic growth, promote entrepreneurship, 

and preserve the stability of financial institutions. Small and medium-sized business loans 

require risk mitigation from a variety of perspectives, including social, structural, and 

economical aspects. Thus, a comprehensive understanding of the importance of risk 

reduction in SME lending requires an examination of its diverse impacts and implications. 

 

Fundamentally, SME lending acts as a stimulant for economic growth by giving small 

enterprises access to capital, which is essential for fostering innovation, wealth creation, 
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and the creation of jobs. SMEs make up a sizable share of the world's economic activity 

and support social mobility, job creation, and GDP expansion. However, because of their 

small size, lack of collateral, and perceived higher risk, SMEs frequently encounter 

difficulties obtaining funding. Therefore, reducing risk in SME lending is crucial to 

guaranteeing that small companies can obtain the funding they require to maintain and 

grow their operations, make investments in innovation, and seize growth prospects. 

 

The promotion of entrepreneurship and innovation is one of the main reasons why risk 

mitigation in SME finance is essential. SMEs are renowned for their adaptability, 

inventiveness, and capacity to create new goods, services, and business models that 

stimulate economic growth. However, SMEs' capacity to obtain inexpensive finance and 

successfully manage risks is what determines their level of success. Financial institutions 

empower entrepreneurs to pursue their business initiatives with confidence by reducing 

risk associated with SME loans. This allows them to have access to the necessary financial 

resources and support to overcome obstacles, capitalize on opportunities, and expand their 

enterprises. 

 

Furthermore, by lowering the possibility of credit losses, loan defaults, and systemic 

disturbances within the financial system, risk mitigation in SME lending promotes 

financial stability. Due to things like information asymmetry, short credit histories, and 

greater volatility than larger firms, financing to SMEs is inherently risky. Ineffective risk 

mitigation can have a negative impact on lenders, increasing the risk of financial losses, 

liquidity issues, and deterioration of capital adequacy. Financial institutions can improve 

the resilience and stability of the banking industry and protect depositor funds by 

identifying, evaluating, and mitigating risks related to SME lending through the 

implementation of rigorous risk management techniques. 

 

Additionally, reducing risk in SME lending encourages financial inclusion by giving credit 

to underrepresented groups such as women-owned firms, rural businesses, and 
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microenterprises. In order to increase livelihoods, create assets, and engage more fully in 

the formal economy, people and communities need to have access to finance. This is a 

crucial component of economic empowerment and social inclusion. However, because of 

things like little collateral, unofficial corporate structures, and remote locations, typical 

financing methods frequently leave these vulnerable groups out. Financial institutions can 

close the gap between supply and demand for credit by implementing risk mitigation 

measures that are suited to the requirements and limitations of underserved borrowers. This 

will encourage inclusive growth and lessen inequality. 

 

In addition, lowering the chance of credit shortages, financial crises, and systemic 

disruptions—all of which can have significant repercussions for the economy as a whole—

contributes to general macroeconomic stability. SMEs are vulnerable to economic shocks 

and externalities because they are essential to the operation of job markets, supply chains, 

and consumer spending patterns. Financial institutions lessen systemic risks, assist SMEs 

become resilient in the face of unfavourable occurrences, and lessen the impact of 

economic downturns by ensuring that they have access to stable and dependable sources 

of financing. 

 

Almost all the finance industries including banks, Fintech, and NBFCs are aiming at 

digitalization. One of the most important functions all of them perform is Lending. Digital 

Lending would bring state through processing for the end-to-end process that would bring 

numerous benefits including cost-effectiveness, faster disbursements, auto decisioning and 

effective risk assessments. There is almost a new start-up every year who wants to lend 

money to SME Businesses by taking a reasonable risk and providing short term 

disbursements at a higher interest rate. Various alternate data sources are being used by 

these fintech industries to generate useful insights and measure risk of lending to 

consumers. They are targeting majority of those consumers who are rejected by the 

Banking institutions because they have undesired credit scores. Customers are approaching 
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fintech’s because of their ability of faster disbursement of loans with minimal checks and 

prerequisites. 

 

This is an extremely challenging field as well because lending money to dishonest and 

dangerous people could cause the industry to collapse financially and force it into 

bankruptcy. Therefore, before any money is provided to customers, a thorough risk 

evaluation is required. Transactional level data from the customer's payment history is one 

of the alternative data sources. This has the amazing potential to offer insightful 

information about the client without relying on his credit score or any other social media 

dataset that could contain noise of any type. There are several data science tools available 

that may be used to analyze banking transaction data and produce incredibly insightful 

findings. This topic serves as the foundation for my research because it has the potential to 

bring in business for the financial industry. 

 

Our study is limited to SME financing because most members of this group lack the 

appropriate credit score and are heavily focused on different start-ups that are profitable 

from the loans they receive. In addition, compared to other portfolios, this group's loan 

demand is consistently strong. The term "cash flow" is crucial in finance since it describes 

the amount of money coming in and leaving out, and efficient corporate operations require 

maintaining a certain balance of cash. The goal of this research is to automate these cash 

flows with the use of artificial intelligence tools and technologies, producing important 

metrics that may expedite the loan approval process for customers. This study offers a rare 

chance to demonstrate the informational strength of bank statements as stand-alone sources 

and their potential to produce robust indicators for loan decisioning by automatic or 

assisted means. 

 

In order to improve credit decisioning, transaction-level data that was taken out of bank 

statements is analyzed in this study. This study demonstrates how the examination of 

transaction-level data can yield a number of significant financial output variables, 
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including information about consumer debt capacity and lending risk associated with 

unsecured loans. 

 

The following critical metrics were generated. Revenue is the first cash flow variable to be 

generated; it is the money from sales or from the investment of capital or assets before any 

costs, taxes, etc. are subtracted. The next class is expenditure, which includes money spent 

on paying employees, making payroll, and buying goods and services, among other things.  

The gap between revenue and expenses is known as operating profit. Operational income 

is another name for operating profit. This represents the total revenue of the company after 

all outlays have been deducted. The next variable this analysis produces is the Debt Service 

Coverage Ratio, or DSCR. The amount of cash flow available to settle outstanding debt is 

indicated by the DSCR. An alternative definition of this would be the Operating Profit to 

total Debt Service ratio. The entire amount paid toward principal and interest on a loan is 

known as debt service. Debt Repayment is the total amount that the business has paid back. 

Non-sufficient funds, or NSF, is a variable whose count indicates when a customer's 

account does not have sufficient funds in it. The acronym for debt-to-income ratio is DTI. 

The previously mentioned variables enhance the credit decision-making process for 

unsecured loans by explaining the SME's residual debt capacity. This cash flow study was 

produced using the most reliable data sources, which are bank statements in PDF format. 

Because there is little possibility of noise in the data, the result drawn from cash flow 

variables are highly reliable. 

 

Trend analysis of cash flow variables, such as operating profits and revenue, is particularly 

important since it shows whether or not a company's performance over time is consistent. 

This is closely tied to their ability to return loans. The industry credit risk models and the 

previously described cash flow variables could be used to strengthen the models and 

produce results that are more reliable and more verifiable.  
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1.5 Research Purpose and Questions  

The purpose of this study is to improve the bank statement analyser produced in the study 

(Mehta, 2020) for SME Lending that could produce meaningful insights to support robust 

credit decisioning to reduce the risk in lending to SME population. At the same time, 

study (Mehta, 2020) was confined to the United States market, current study also take 

data pertaining to India as well to find the applicability of the Bank statement analyser for 

India market. Large Language Models are also explored for the transaction’s 

classification. A more robust and superior decision-making process would result in less 

risk. The quantity of transactions required ought to be sufficient to yield a proof of concept 

and to yield valuable insights that could be replicated for any number of transactions in 

the future. The US and India Lending Markets are the geographical areas that this study 

takes into consideration. 

 

This research study has the following objectives. 

• To enhance the list of keywords used by the study (Mehta, 2020) for categorizing 

banking transactions of small and medium enterprises in the United States. 

• To enhance the performance of the machine learning model, build in the study (Mehta, 

2020) for categorizing banking transactions of small and medium enterprises in the 

United States. 

• To perform the classification of banking transactions of SME into the above identified 

categories using novel AI that includes Large Language Models. Comparing the results 

of traditional AI (ML model) and LLM classification for the banking transactions. 

• To apply the above study for different geographical location i.e. India lending Market to 

see if the same model has worked well for another location so that it could be 

generalized. 
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CHAPTER II:  

REVIEW OF LITERATURE 

2.1 Introduction 

Although bank statements are widely acknowledged for providing extremely accurate cash 

flow data, they were hardly ever utilized in the past for SME lending auto decisioning. The 

primary cause of this is because complicated feature and trend computations demand a 

unique set of skills and subject expertise specific to the finance services industry. This 

document makes reference to a number of conference papers, journals, and dissertations in 

order to develop an understanding of similar or related studies that have been conducted in 

the past, documented their significant findings, and identified their shortcomings. In order 

to develop an understanding of the methods that will be employed in this study and to 

choose which should be used for the present topic of the study, a variety of literary works 

pertaining to those methods have been studied. In order to emphasize the importance of 

this study, other reliable websites with a wealth of relevant knowledge are also mentioned. 

These websites give a general idea of why this study is necessary in the present Fintech 

revolution age to support SME lending's digitization. Fintech start-ups in India and around 

the world rely heavily on digital SME lending for their revenue, and as they compete to 

take share of the leftover market—that is, the portion of the population that is not qualified 

for loans from banks—they are revolutionizing the digitalization of the lending process 

and driving significant technological advancements. 

 

2.2 Digitalization in SME Lending 

Patel and Gupta (2021) examined how start-ups and digital transformation intersect, with 

a particular emphasis on the SME financing industry. Although this field of study is still in 

its infancy, it is gaining ground quickly. The authors' goal is to give a summary of how 

startups are undergoing digital transformation. The study used articles from the Dimension 

database to assess trends in digital transformation in start-ups from 2016 to 2022. Even if 

digital transformation is becoming increasingly popular, more research that is especially 
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targeted at start-up digital transformation is still needed. These results can help 

entrepreneurs who are getting ready to start up or run new businesses. The study acts as a 

broad roadmap for further research in this area. 

 

Ghosh et al. (2019) had given a study on Fintech Lending in India Market. According to 

this research, India has the highest global Fintech acceptance rate of 87% and is home to 

the second-largest Fintech start-up base. According to this survey, the three Fintech 

categories of wealth management, digital payments, and digital loans are where the 

majority of start-ups are located in India. This work has provided several significant 

discoveries, which serve as the foundation for my current investigation. SME, Consumer, 

and Online Lending are the three main Fintech Lending categories, according to this 

study. These Fintech companies began to emerge in 2013 in an attempt to dominate the 

credit market. According to this paper, SME credit demand would exceed $1 trillion USD 

by 2023, suggesting that this is a topic worth more investigation and that it will help to 

digitize the global lending market. This study also showed that Fintech companies were 

able to create their own credit scores from a variety of data sources because of the 

availability of Data Analytics and associated tools and technology. Large tech businesses, 

NBFCs, and start-ups are in intense competition with one another to gain a larger market 

share. Although they have comparatively less access to funding, start-ups have 

demonstrated great data analytics capabilities.  

 

Major Fintech businesses have recently begun to enter the loan market as part of their 

expansion strategy. These companies include Google Pay, Ola, Amazon, True Caller, 

and others. The ability to generate significant customer data insights, acquire higher 

margins than other Fintech business models like payments and financial services, and 

take advantage of the enormous untapped market for unsecured loans are the main 

motivators for entering the loan market. Key success elements in this SME Lending 

include the presence of strong data analytics skills, successful relationships with other 

businesses, and low default rates as a result of highly calibrated models.  
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More findings are revealed by (Ghosh et al., 2019) in their NASSCOM Report. Consumer 

credit demand is expected to rise in the upcoming years, and in 2020, data analytics will 

receive greater attention in order to improve credit modeling. According to this study, old 

lending methods required more time-consuming, physical background checks that weren't 

based on analytics. To add to that, unsecured lending has become the primary priority in 

order to assist the 300 million unbanked households that are in need of credit access. 

Historically, collateral-based lending was preferred. By 2023, the unmet loan gap for 

SMEs is predicted to reach USD 900 billion. This study suggests that transaction level 

data could assist businesses in comprehending client wants and providing them with loans 

that are specifically tailored to their needs. Additionally, this data is reliable and clean. 

The tools needed to analyse enormous amounts of transaction-level data and produce 

insights are now available because of recent developments in data science and big data. 

Additionally, this research has indicated that default rates may be significantly decreased 

by cross-referencing various data points, one of which is the cash flow data that is the 

subject of the current study. 

 

Article (Bhakta, 2019) published in the Economic Times has reported that a large number 

of start-ups are engaged in the unsafe lending business. It detailed how a small baker was 

turned down for a loan by banks but was given money by a payment service provider who 

examined his payment transaction history before deciding to approve the loan. 

Organizations that handle these transactions have a pulse on company trends due to the 

quick digitization of payments. They can progressively grow their business and provide 

small loans to clients by analyzing the cash flows. Fintech startups aim to provide small 

working capital loans with short repayment terms. As a result, risks are reduced and credit 

behavior is monitored. 

 

The paper (Cornelli et al., 2023) claims that the rise of actors other than traditional banks 

is driving a significant global transformation in the credit landscape. Peer-to-peer and 

marketplace lending are two examples of the digital lending methods that have been more 
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and more popular in the last ten years among these disruptors. Large technological firms, 

or "big techs," have concurrently joined the credit sector and started offering what's known 

as "big tech credit." This study explores the information, motivations, and possible effects 

of these nontraditional credit options. The credit environment is still dominated by 

traditional lenders like banks and credit unions. But the sector is changing as a result of big 

tech credit and the emergence of digital lending arrangements. These new intermediaries 

challenge conventional wisdom by providing creative methods of providing credit. To 

understand the scale and dynamics of fintech and big tech credit, the authors assembled 

comprehensive data covering 79 countries from 2013 to 2019. This database provides a 

valuable resource for researchers, policymakers, and practitioners seeking insights into the 

evolving credit ecosystem. 

 

The volume of fintech and big tech credit combined, or "total alternative credit," 

approached USD 800 billion worldwide in 2019. In places like Asia (which includes China, 

Japan, Korea, and Southeast Asia), Africa, and Latin America, big tech credit grew quickly. 

Due to regulatory reforms in China, fintech lending volumes decreased in 2018–19, 

although they continued to grow elsewhere. 

 

The uptake of fintech and big tech credit is impacted by several factors. These alternative 

credit models are more likely to be adopted by countries with higher GDP per capita. Large 

tech and fintech lending are growing more rapidly due to higher markups in the banking 

sector. Bank laws that are less onerous promote their growth. The number of bank branches 

per capita is connected with higher adoption. Corporate settings that facilitate business are 

conducive to innovation. Well-developed legal structures make alternative credit possible. 

Diminished bank credit-to-deposit ratios indicate room to grow for alternative credit. The 

maturity of the bond and equity markets has an impact on the penetration of fintech and 

big tech lending. 
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Fintech and big tech credit appear to enhance traditional credit rather than replace it. 

These other formats improve credit accessibility in general, particularly for marginalized 

populations. Fintech and big tech credit represent a significant shift in the way credit is 

extended. The Covid-19 pandemic's effects and other current events will influence the 

direction of these new credit models. Big tech and fintech credit are so challenging 

established banking practices, offering a range of credit options, and upending the status 

quo. In order to comprehend the importance of these patterns for stability and financial 

inclusion, scholars and decision-makers must closely monitor these advancements. 

 

Studies stated above (Ghosh et al., 2019; Bhakta, 2019) have clearly indicated that there 

is a future scope in the digitalization of the SME Lending and major role would be played 

by the analytics in this digitalization journey in coming years. A previous study (Yadav 

and Thakur, 2018) also highlighted the rise in the lending businesses in India. Thus, the 

current research topic is really useful for the lending businesses across the globe.  

 

By combining or incorporating the transaction data from bank statements into credit risk 

models, this project will produce insights that may aid in the digitalization of lending to 

small and medium-sized businesses. According to a NASSCOM study by Ghosh et al. 

(2019), there may be a complete revolution in lending by using data analytics in 2020. 

This study is one of the options for streamlining customer journeys by digitizing the auto 

decisioning part for quicker approval of loan requests from Fintech start-ups. 

 

Futures FinTech (2019) claims that recent technological advancements have made it 

feasible to evaluate credit for small and medium-sized businesses very instantly, resulting 

in efficient lending. According to this article, while a fully automated approach would not 

be practical for larger loans, state-through-processing can be achieved to some extent via 

AI and data science. This will facilitate effective credit monitoring and quicken the credit 

decisioning process. It has provided numerous instances of how sentiment analysis and 

clustering helped in gaining understanding of the behaviors of customers.  
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According to an article presented in (Futures FinTech., 2019), bank statement analysis for 

SME lending research is implementing machine learning solutions for SME lending 

because it is possible to perform complex credit decisioning analysis using AI and ML to 

target large populations that need capital for their business needs. According to (Futures 

FinTech., 2019), bank statement analysis is an illustration of a better use of external data 

to provide better credit outcomes leading to data-driven credit evaluation. This study 

demonstrates the applicability of our research. 

 

According to the study (E&Y, 2018), 51% of the UK's private sector revenue is provided 

by SMEs, with a turnover of £1.9 trillion. This market is expanding, and it demands 

products that are better suited to their requirements. This study indicates that prior to the 

2007–2008 financial crisis, traditional banks and experts provided the majority of SME 

lending services; since the crisis, a number of new players, including Fintech and 

challenger banks, have arisen. As a result, the SME loan market is revolutionizing, and 

my research would be of great help in data-driven credit evaluation. The study also 

discussed the possibility of connecting and exchanging data with any partner or third party 

in the future using API-driven architecture. Given this information, research on Bank 

Statement Analysis might be turned into an API-based product that Fintech or financial 

institutions could use to enhance digital SME lending by giving data-driven credit 

evaluation. 

 

According to the study (Yadav and Thakur, 2018), there was a 790.93% rise in personal 

loan requests in the US between 2012 and 2016. This demonstrates unequivocally that the 

number of loan requests is always increasing and that financial institutions require 

improved technologies and instruments to evaluate credit risk.  

Anne et al. (2014) mentioned that small and micro businesses face significant obstacles 

when trying to obtain credit facilities; nonetheless, in a nation such as Kenya, these 

businesses contribute to around half of all jobs.  
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Small and medium-sized enterprises (SMEs) are critical to the growth and development 

of jobs in the global economy. Access to funding remains a significant challenge for small 

enterprises, particularly in underdeveloped countries where traditional lending channels 

are often unreliable and unavailable. The digitalization of lending processes is one 

innovative way to address these problems; it raises SMEs' access to financing and reduces 

many of the risks associated with lending. 

 

In order to improve credit evaluation, expedite the loan procedure, and boost overall 

productivity, digital SME lending integrates technology, data analytics, and cutting-edge 

financial platforms. Leading this digital revolution have been fintech companies, who 

have transformed traditional lending procedures by utilizing advances in artificial 

intelligence, machine learning, and data science. Fintech lenders are able to evaluate 

SMEs' creditworthiness more quickly and correctly than traditional banks by utilizing 

automated algorithms and alternate data sources. 

 

The process of digitalizing SME lending entails the amalgamation of cutting-edge 

financial platforms, data analytics, and technology to optimize credit evaluation, optimize 

loan procedures, and augment overall efficacy. Using developments in artificial 

intelligence, machine learning, and data science to disrupt traditional lending methods, 

fintech companies have been at the forefront of this digital revolution. Fintech lenders are 

more competent than traditional banks to evaluate the creditworthiness of SMEs since 

they use automated algorithms and other data sources. 

 

Additionally, technology has greatly accelerated the loan approval procedure, making it 

possible for SMEs to obtain funding in a timely and effective manner. Large amounts of 

paperwork, labour-intensive underwriting procedures, and protracted approval periods are 

hallmarks of traditional loan applications, which provide formidable obstacles to SMEs 

in need of quick funding. On the other hand, digital lending platforms provide SMEs with 

a more efficient application process, frequently enabling them to apply online and get 
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funding in a matter of days or even hours. In addition to making funding more convenient 

and accessible, this quicker turnaround time helps SMEs take advantage of growth 

possibilities and overcome obstacles related to money. 

 

Digitalization has not only made financing more accessible, but it has also significantly 

improved SME lending risk management procedures. Fintech lenders are becoming more 

adept at identifying and reducing many kinds of risks, such as fraud, operational, and 

credit risk, by utilizing predictive modelling and sophisticated analytics. With the use of 

machine learning algorithms, lenders may proactively manage risk exposures and 

maximize portfolio performance by analysing enormous volumes of data to find patterns 

and anomalies suggestive of possible credit defaults or fraudulent activity. Moreover, 

risk-based pricing algorithms and strong risk assessment frameworks are frequently 

included in digital lending platforms, guaranteeing that loan terms correspond to each 

borrower's unique risk profile. 

 

It's crucial to recognize, though, that digitalization in SME lending also brings with it new 

dangers and issues that must be managed. For example, the use of automated decision-

making methods and non-traditional data sources may make issues with algorithmic 

transparency, bias, and data privacy worse. Furthermore, regulatory concerns about 

consumer protection, fair lending practices, and systemic risks have been highlighted by 

the Fintech lenders' and online lending platforms' explosive growth. Therefore, the 

responsibility for creating suitable regulatory frameworks and supervisory procedures to 

protect the integrity and stability of the financial system and encourage competition and 

innovation in SME lending is on legislators and regulators. 

 

All things considered, the digitization of SME lending has the ability to completely 

change the small business finance scene by providing better risk management tools, 

increased lending process efficiency and transparency, and increased access to capital. 

But in order to fully reap these rewards, legislators, regulators, financial institutions, and 
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Fintech firms must work together and coordinate their efforts to promote an environment 

that is supportive of digital innovation and to handle new risks and challenges in the 

quickly changing field of SME financing. 

 

2.3 Understanding Cash Flow analysis 

The study conducted by (Raju and Reddy, 2023) examines the financial performance of 

the State Bank of India (SBI) from 2014 to 2019. Examining the financial health of the 

biggest and most stable bank in India is the goal, and it will be done by using a wide range 

of financial methods, including ratio, trend, comparative, and common size analysis. The 

credit environment is still dominated by traditional lenders like banks and credit unions. 

But the sector is changing as a result of big tech credit and the emergence of digital lending 

arrangements. These new intermediaries challenge conventional wisdom by providing 

creative methods of providing credit. The authors gathered detailed data from 2013 to 2019 

that covered 79 nations in order to comprehend the scope and dynamics of fintech and big 

tech credit.  

 

The volume of fintech and big tech credit combined, or "total alternative credit," 

approached USD 800 billion worldwide in 2019. In places like Asia (which includes China, 

Japan, Korea, and Southeast Asia), Africa, and Latin America, big tech credit grew quickly. 

Due to regulatory reforms in China, fintech lending volumes decreased in 2018–19, 

although they continued to grow elsewhere. Fintech and big tech credit adoption is 

influenced by a number of reasons.  

 

Higher GDP per capita nations are more likely to adopt these alternative credit models. 

Greater markups in the banking industry promote the growth of large tech and fintech 

lending. Less restrictive banking laws encourage their expansion. Higher adoption is 

correlated with fewer bank branches per capita. Innovation is encouraged by corporate 

environments that are easy to do business in. Legal frameworks that are well-developed 

facilitate alternative credit. Reduced bank credit-to-deposit ratios suggest potential for 
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expanding alternative credit. Fintech and big tech credit uptake is also influenced by the 

maturity of the bond and equity markets. Fintech and big tech credit appear to enhance 

traditional credit rather than replace it. These other formats improve credit accessibility in 

general, particularly for marginalized populations. 

 

As a result, SBI's financial statements show a strong organization thriving in a changing 

environment. The bank's future course will be decided by its strategic emphasis on client 

experience, risk management, and digitalization. Thus, SBI's financial trajectory from 

2014 to 2019 demonstrates both flexibility and stability, solidifying its position as a major 

participant in the Indian banking industry. 

 

Fiegenbaum and Thomas (1986) noted the significance of cash flow analysis in 

comprehending a company's financial state. This study suggests that helpful information 

that could enable the proper decisions with the least amount of risk can be generated using 

forecasting and specific methodologies. 

 

As a result of the findings, there was substantial support for automating cash flow 

processes in order to generate insights and provide small and medium-sized businesses 

with access to the credit market. According to statistics from a number of studies, 

including (Ghosh et al., 2019; Fiegenbaum and Thomas, 1986; Bhakta, 2019; Wadesango 

et al., 2019), a large number of small and medium-sized businesses are unable to get loans 

from financial institutions, which poses a threat to their ability to survive because they 

fail to implement proper cash management procedures. Fintech startups therefore aim to 

target these clients in order to generate income by offering them loans at a fair risk. 

 

Poongavanam (2017) asserts that it is evident that cash flows can be utilized to predict 

profits, and this data can be utilized for additional study. As this journal has indicated, 

cash flows encompass a variety of information pertaining to operating, financing, and 

investment operations.  



27 
 

According to studies (Kahnamouei, 2017; Lokmic and Smith, 2000), operating cash flow 

modeling essentially helps creditors and investors make decisions that minimize credit 

risk. In order to predict future cash flow for sample enterprises, (Kahnamouei, 2017) 

suggested a strategy that uses a multi-layer perceptron neural network and a radius-based 

function neural network. However, for cash flow forecasting, (Lokmic and Smith, 2000) 

had employed both supervised and unsupervised neural networks. Because cash flow 

analysis gives lenders a thorough understanding of a borrower's financial situation, 

liquidity, and ability to repay debt, it is essential to the improvement of credit decisioning 

procedures. It provides a comprehensive picture of the financial performance and 

sustainability of people, companies, or projects by evaluating the cash inflows and 

outflows over a given time period. Lenders can reduce credit risk, maximize portfolio 

management tactics, and make well-informed lending decisions by incorporating cash 

flow analysis into credit decisioning. This study examine the importance of cash flow 

analysis in credit decisioning, as well as its applications, methodology, and consequences 

for both lenders and borrowers, in this in-depth discussion. 

 

Fundamentally, cash flow analysis involves systematically analysing the inflows and 

outflows of cash from financing, investing, and operating operations in order to evaluate 

an entity's capacity to raise capital and pay its debts. In order to find trends, patterns, and 

anomalies in cash flow dynamics, it entails evaluating financial statements such as income 

statements, balance sheets, and cash flow statements. Through the assessment of variables 

like income production, cost control, investment decisions, debt servicing responsibilities, 

and working capital administration, cash flow analysis offers lenders important 

information about the health, stability, and solvency of borrowers. 

 

Compared to standard credit scoring models or financial ratios alone, cash flow analysis 

offers a more precise and trustworthy evaluation of a borrower's repayment capacity, 

which is one of the main ways it improves credit decisioning. Even though financial ratios 

and credit ratings are useful tools for assessing creditworthiness, they might not fully 
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account for the subtleties of a borrower's cash flow patterns, especially when it comes to 

people or companies with complicated financial structures, erratic income streams, or 

seasonal swings. Lenders can assess a borrower's capacity to produce enough cash to pay 

off debt, maintain operations, and weather bad economic times with the use of cash flow 

analysis, which improves the precision and dependability of loan choices. 

 

Furthermore, cash flow analysis helps lenders spot early warning indicators of trouble in 

the financial system, like declining profitability, cash flow mismatches, or liquidity 

restrictions, which could indicate a higher chance of default or delinquency. Through the 

examination of historical trends in cash flow metrics, including operating cash flow, free 

cash flow, cash conversion cycle, and liquidity ratios, lenders can evaluate the stability 

and longevity of borrowers' financial positions, spot possible warning signs, and 

proactively reduce credit risk. Declining cash flows, rising debt, or ongoing shortages of 

liquidity, for instance, could be signs of operational difficulties or financial strain that call 

for additional investigation and risk-reduction measures. 

 

Cash flow analysis makes scenario analysis and stress testing easier in order to assess how 

unfavourable events or downturns in the economy may affect borrowers' projected cash 

flows and ability to pay off debt. Lenders can evaluate the robustness of borrowers' cash 

flow models and stress-test their capacity to survive unfavourable shocks by modelling 

various scenarios, such as modifications to revenue assumptions, changes in interest rates, 

or volatility in the market. By using scenario analysis, lenders can assess how potential 

negative outcomes might affect key loan performance indicators like loan-to-value ratios 

(LTV), loan loss provisions, and debt service coverage ratios (DSCR). This information 

can be used to guide capital allocation, risk management, and credit decisions. 

 

Cash flow analysis also improves portfolio management and asset-liability management 

(ALM) strategies through capital allocation optimization, risk diversification, and lending 

activities that are in line with risk appetite and strategic goals. Lenders can find 
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possibilities for portfolio optimization, risk mitigation, and performance enhancement by 

comparing cash flow parameters across various loan portfolios, industries, or geographic 

areas. Lenders might, for instance, provide preference to loans with high recovery rates, 

low default probabilities, and great cash flow generating potential while limiting their 

exposure to industries or borrowers with higher credit risk or volatility. Furthermore, cash 

flow analysis helps lenders manage liquidity risks, maximize funding sources, and 

maintain sufficient capital buffers by offering insights into funding requirements, interest 

rate sensitivity, and liquidity demands. 

 

Furthermore, by allowing lenders to watch borrower financial performance, keep an eye 

on changes in cash flow dynamics, and identify early warning indicators of credit 

deterioration, cash flow analysis helps with credit monitoring and loan servicing 

operations. Lenders can identify possible credit issues, proactively monitor loan 

portfolios, and mitigate losses by installing powerful credit monitoring systems and 

dashboards that combine real-time cash flow data. Lenders may be prompted to interact 

with borrowers, renegotiate loan terms, or undertake workout strategies to address 

emerging credit issues by automated alerts and triggers, for instance, which can alert them 

to significant deviations from projected cash flow forecasts, missed debt service 

payments, or declining financial ratios. 

 

Because cash flow analysis gives lenders thorough information on the financial stability, 

liquidity, and repayment capability of borrowers, it is essential for improving credit 

decision-making processes. Lenders can reduce credit risk, enhance portfolio 

management techniques, and make better lending decisions by analysing cash flow 

dynamics, trends, and projections. Additionally, lenders may efficiently monitor credit 

performance, stress-test loan portfolios, and spot early warning signals of financial 

disaster thanks to cash flow analysis. Lenders can improve their capacity to evaluate 

creditworthiness, control risk, and facilitate sustainable lending practices that foster 
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resilience and financial stability by incorporating cash flow analysis into credit 

decisioning procedures. 

 

2.4 Methods used in past for Text Classification or Bank transactions 
classification 

According to the study (Egesa, 2016), text classification and bank transaction classification 

are two distinct jobs that need labeling or classifying data based on specific criteria or 

characteristics. Both jobs involve machine learning techniques and algorithms, but there 

are some significant distinctions between them in terms of the types of data that are used, 

the methods for extracting features, and the domain-specific challenges. 

 

Text classification, sometimes referred to as text categorization or document classification, 

is the process of classifying written texts into pre-established groups or labels according to 

their content. Numerous applications, including topic modelling, emotion analysis, spam 

detection, and document organization, frequently use this job. Text classification 

algorithms examine the words, phrases, and semantic patterns found in documents to find 

pertinent patterns and correlations that set certain groups or classes apart. 

 

The classification of bank transactions, on the other hand, entails grouping financial 

transactions according to characteristics including the type of transaction, the merchant 

category, the amount, and the date. In order to make financial administration, budgeting, 

and analysis easier, bank transactions are automatically categorized into predetermined 

categories, such as income, expenses, transfers, bills, or investments. Algorithms for 

classifying bank transactions examine transaction data, such as amounts, timestamps, and 

descriptions, to find trends and connections that set distinct transaction categories apart. 

 

The type of data is one important distinction between classifying bank transactions and 

text. Emails, social media posts, articles, documents, and other unstructured or semi-

structured text are common types of textual data used in text categorization tasks. To 

extract significant characteristics and patterns for classification, text classification 
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algorithms must process and examine the textual content of documents. On the other hand, 

structured or semi-structured data, like transaction records kept in databases or 

spreadsheets, makes up bank transaction data in activities involving the classification of 

bank transactions. In order to classify bank transactions into predetermined categories, 

algorithms for doing so concentrate on extracting pertinent transaction information, such 

as dates, amounts, and descriptions. 

 

The techniques utilized for feature extraction distinguish text categorization from that of 

financial transactions. Word embeddings, topic modelling, TF-IDF (Term Frequency-

Inverse Document Frequency), bag-of-words, and other feature extraction techniques are 

frequently used in text classification to represent textual texts as numerical feature vectors 

that may be fed into machine learning algorithms. The goal of these feature extraction 

techniques is to extract textual data's semantic meaning, context, and word relationships. 

On the other hand, transaction attributes like quantities, timestamps, and descriptions are 

frequently used as input features for the classification of bank transactions. Transaction 

data is converted into numerical representations appropriate for classification algorithms 

using feature extraction techniques such date/time parsing, numerical normalization, and 

one-hot encoding. 

 

Because of the structure of the data and the particular application context, classifying text 

and financial transactions may present distinct difficulties and considerations. To get 

accurate classification results in text classification, robust preprocessing, feature 

engineering, and model selection strategies are necessary to address obstacles such data 

sparsity, ambiguity, linguistic variability, and semantic ambiguity. On the other hand, the 

classification of bank transactions may encounter difficulties like data imbalance, 

transaction variability, and granularity of classification; therefore, to guarantee efficient 

classification performance, transaction attributes, class definitions, and algorithmic 

approaches must be carefully considered. 
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While utilizing machine learning algorithms for categorization tasks is similar between text 

classification and bank transaction classification, there are substantial differences between 

the two tasks in terms of data properties, feature extraction techniques, and domain-specific 

problems. While bank transaction classification involves classifying structured transaction 

data according to transaction attributes, text classification concentrates on evaluating 

unstructured textual data to classify documents based on their content. For text 

classification and bank transaction classification tasks, it is crucial to comprehend these 

distinctions in order to choose the right algorithms, preprocessing methods, and assessment 

metrics that will produce accurate and dependable classification results. 

 

The study's (Mytnyk et al., 2023) main objective is to employ artificial intelligence (AI) to 

detect bank fraud. Due in part to the COVID-19 pandemic, bank fraud has become more 

commonplace in recent years. The transition to digital platforms and the growth of charity 

donations have given thieves plenty of possibilities to trick users. In light of this, the study 

investigates machine learning algorithms as useful instruments for identifying and 

evaluating fraudulent online banking activities. The research creates machine learning 

models with the express purpose of detecting fraudulent bank transactions. These 

algorithms use past data to identify trends linked to dishonest behavior. The study describes 

feature engineering, feature modification, and handling extremely unbalanced datasets as 

preprocessing methods for bank data. These actions improve fraud detection accuracy. The 

suggested methodology considerably increases the accuracy of detecting fraudulent 

transactions and is based on an artificial neural network. The study presents various 

algorithms' performances graphically. Notably, logistic regression has strong performance, 

with an output AUC value of almost 0.946. The AUC of 0.954 obtained with stacked 

generalization is considerably better.  

 

The study's key findings include the following: good feature engineering improves model 

performance; finding the ideal balance between computing efficiency and detection 

accuracy is critical; and identifying financial fraud using AI algorithms is an urgent issue 
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in our digital world. In summary, this study emphasizes how crucial artificial intelligence 

is to protecting banking processes. Banks may proactively detect and stop fraudulent 

activity, safeguarding both financial institutions and their clients, by utilizing machine 

learning and preprocessing approaches. 

 

The research (Mahalakshmi and Duraiswamy, 2012; Thangaraj, 2018) offered a range of 

supervised and unsupervised text classification techniques along with the benefits and 

drawbacks of each. This was a crucial step in learning how to classify text (i.e., 

transactions descriptions) using different machine learning techniques, as my research 

also focuses on transaction classification. A distinct issue with financial transactions, 

though, is that their data dictionaries and categorization schemes should take into account 

the varied keywords that appear in the description of the transactions. 

 

The analysis of financial transactions was further developed by research from (Egesa, 

2016), which employed Apache Spark's machine learning library (MLlib) on a dataset of 

over 2.4 million categorized transactions to classify the financial transactions. SVM has 

fared better in this study than other classification techniques. In addition, this study 

indicates that for the words in the description, Count Vectorizer was utilized instead of 

TF-IDF. Instead of stop words, N-grams—preferably quad-grams—are utilized. Similar 

to this work, my research will likewise use TF-IDF, n-grams, and count vectorizer to 

create keywords from the transaction description in order to further classify the test 

dataset. Although the focus of my work is features extraction, my research challenge also 

involves banking transaction clustering and categorization. 

 

In real life, there would be an enormous number of transactions, and it would be pointless 

to classify every single one of them because some of the transactions would be similar. 

Even if we could initially identify similarities between transactions by using clustering to 

group similar transactions together, we would still only be able to classify the most 

frequent transactions from each cluster. By expediting the process of categorizing the 
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transaction groupings rather than the individual transactions, this would improve process 

efficiency. The study conducted by (Guidotti et al., 2017) also indicates this.  

 

There are several ways to conduct clustering; a work by (Omran et al., 2007) presents a 

comprehensive review of the many clustering approaches. Hierarchical clustering, K 

means clustering, and additional clustering techniques were presented in this paper. Singh 

(2018) claims that when it comes to text classification, Recurrent Neural Networks 

performed better than both conventional and cutting-edge machine learning techniques. 

Numerous difficulties with the text classification process were highlighted in this study. 

It was mentioned that machine learning for the feature extraction procedure in the text 

classification preprocessing work might be separated, hence resolving the feature 

engineering issue. This is how our research would proceed, with keyword extraction 

maintained as a separate module for increased efficiency and to speed up the classification 

process. 

 

Kowsari et al. (2019) discussed a variety of text classification techniques and how well 

they performed in this study at different levels (document, paragraph, sentence, and sub-

sentence levels). In order to solve time-complexity issues, the overall procedures in this 

study were feature extraction, which will extract important features from the text that is 

already available. Dimensionality reduction techniques were employed in this study, and 

classifiers were then added on top for categorization. This paper is really helpful for my 

research since it gives me a general understanding of how transaction descriptions, which 

are nothing more than sentences found in texts on banking, should be categorized. But 

this research is generic in nature and has nothing to do with the extraction of financial 

features or the categorization of financial transactions. This study suggests that using 

machine learning to classify bank transactions is an effective method to automate the 

classification of financial transactions into several classes or categories according to their 

attributes. Machine learning is being used extensively in a number of financial activities, 

such as financial analysis, fraud detection, spending tracking, and budgeting. Financial 
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institutions, fintech companies, and people can improve decision-making processes, 

obtain insights into expenditure patterns, and streamline financial management activities 

by utilizing machine learning algorithms.  

 

Classifying financial transactions into predetermined groups or categories according to 

particular criteria, like transaction type, merchant category, transaction amount, and date, 

is the basic process of classifying bank transactions. The goal is to automate the process 

of labelling transactions, which will make duties like financial reporting, spending 

classification, and budget management easier. A data-driven method for classifying bank 

transactions is provided by machine learning techniques, which enable algorithms to infer 

patterns and associations from past transaction data and forecast the occurrence of future, 

unseen transactions. 

 

Supervised learning is one of the main approaches used in machine learning for the 

classification of bank transactions. Labelled training data, in which every transaction is 

connected to a predetermined class or category, is the source of knowledge for supervised 

learning algorithms. Neural networks, k-nearest neighbours (KNN), support vector 

machines (SVM), decision trees, random forests, and other supervised learning techniques 

are frequently used for classifying bank transactions. In order to find patterns and 

relationships that differentiate various transaction categories, these algorithms examine 

transaction attributes such as transaction descriptions, amounts, dates, and merchant 

names. Supervised learning algorithms are capable of accurately classifying transactions 

into predetermined classes based on their attributes by training on labelled data and 

modifying model parameters. 

 

In order to enable algorithmic learning, feature engineering—which includes choosing, 

converting, and encoding transaction attributes—is essential to machine learning for the 

classification of bank transactions. Often, input features for classification algorithms are 

transaction attributes including dates, sums, merchant names, and descriptions of the 
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transactions. Transaction data is converted into numerical representations that are 

appropriate for machine learning algorithms using feature engineering techniques such 

text tokenization, numerical normalization, one-hot encoding, and date/time parsing. To 

extract informative aspects from transaction data, such as recognizing keywords or 

patterns in transaction descriptions that point to particular transaction categories, domain-

specific knowledge and heuristics may also be applied. 

 

Additionally, in situations when labelled training data is few or non-existent, 

unsupervised learning methods like clustering and anomaly detection can be applied to 

classification tasks involving bank transactions. Without the use of predetermined class 

labels, unsupervised learning algorithms examine transaction data to find clusters or 

patterns that distinguish between various transaction categories. By grouping related 

transactions together based on shared characteristics, clustering methods like k-means 

clustering, hierarchical clustering, and DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) make it possible to identify common spending patterns or 

transaction clusters. Similar to this, anomaly detection algorithms like autoencoders and 

isolation forests can spot odd or fraudulent transactions that diverge from typical spending 

patterns, aiding in the detection of possible fraud or anomalies in financial transactions. 

 

Additionally, machine learning models for the classification of bank transactions can be 

made more robust and perform better at generalization by utilizing ensemble learning 

techniques like bagging, boosting, and stacking. In ensemble learning, several base 

classifiers are combined to produce a stronger, more accurate classifier that performs 

better than any one model alone. To better capture complex correlations and patterns in 

transaction data, ensemble approaches like gradient boosting machines (GBM) and 

random forests, for instance, combine several decision trees to construct an ensemble 

model. Financial institutions can increase the precision, dependability, and scalability of 

machine learning models for classifying bank transactions by utilizing ensemble learning 



37 
 

approaches. This will improve decision-making procedures and lower the possibility of 

misclassification mistakes. 

 

Machine learning for the categorization of bank transactions presents a number of issues 

and concerns, including feature selection, class imbalance, data quality, interpretability of 

the model, and regulatory compliance. Problems with data quality, like missing values, 

duplicate entries, and inconsistent data, can impair machine learning model performance 

and produce unreliable classification outcomes. To guarantee that transaction data is 

correct, comprehensive, and dependable, thorough data pretreatment, cleaning, and 

validation processes are necessary in order to address data quality concerns. Furthermore, 

class imbalance might skew model predictions and result in less-than-ideal performance 

if specific transaction categories are underrepresented in the training set. Techniques like 

oversampling, under sampling, or employing class-weighted loss functions to modify the 

weight of minority classes during training can all be used to mitigate class imbalance. 

 

Another important factor in machine learning for the classification of bank transactions is 

feature selection, which is the process of locating useful features that are crucial for 

differentiating between various transaction categories. The performance of classification 

might be hampered by noise or irrelevant information in transaction attributes including 

transaction amounts, merchant names, and transaction descriptions. Machine learning 

models can be made more efficient and effective by using feature selection techniques 

like dimensionality reduction, feature importance ranking, and recursive feature 

elimination (RFE) to find the most useful features and eliminate unnecessary or redundant 

ones. 

 

Machine learning for the classification of bank transactions requires interpretable models, 

especially in regulated businesses where accountability and transparency are critical. It 

can be difficult to interpret complex machine learning models, such neural networks and 

ensemble techniques, which makes it difficult to comprehend the fundamental 
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mechanisms guiding model predictions. Interpretability strategies that aid in 

understanding machine learning model decision-making and identifying elements that 

influence categorization outcomes include feature importance analysis, partial 

dependence graphs, and model-agnostic explanation tools. Furthermore, the gathering, 

processing, and storage of transaction data are restricted by regulatory compliance 

considerations, such as data privacy laws (such as the GDPR, CCPA), and anti-money 

laundering (AML) mandates. To safeguard sensitive data and maintain regulatory 

compliance, these considerations call for strong data governance, security, and 

compliance measures. 

 

A data-driven method for automating the classification of financial transactions into groups 

according to their characteristics is provided by machine learning for bank transaction 

classification. Techniques for supervised learning, unsupervised learning, and ensemble 

learning can be used to create precise and trustworthy classification models that speed up 

the detection of fraud, financial management, and decision-making. But in order to 

guarantee the efficiency and moral use of machine learning in the classification of bank 

transactions, problems with data quality, class imbalance, feature selection, model 

interpretability, and regulatory compliance need to be resolved. Financial institutions, 

fintech firms, and individuals can attain their financial objectives by optimizing financial 

operations, gaining knowledge about spending trends, and making well-informed 

judgments by utilizing machine learning algorithms and methodologies. 

 

Sun et al. (2023) has mentioned in their study that there has been a notable surge in interest 

in large-scale Language Models (LLMs) such as GPT-3 in the past few years. They still 

perform worse than refined models in text categorization tasks, though. The limited number 

of tokens permitted for in-context learning and the inability to reason about intricate 

linguistic phenomena (such intensification, contrast, and irony) are two of the constraints. 

Researchers developed Clue and Reasoning Prompting (CARP) to overcome these 

problems. A progressive reasoning approach designed specifically for text classification is 
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used by CARP. It first asks LLMs to recognize surface-level cues (such as terms, tones, 

and semantic relationships) that direct a diagnostic reasoning procedure. Furthermore, 

CARP integrates optimized models with LLMs, taking advantage of both generalization 

capabilities and task-specific information from labelled datasets. On popular text-

classification benchmarks such as SST-2, AGNews, R8, and R52, CARP impressively 

achieves state-of-the-art (SOTA) performance. Moreover, CARP shows impressive 

performance in settings involving low resources and domain adaptation. 

 

Text classification using Large Language Models (LLMs) is a cutting-edge method for 

classifying textual data into predetermined classes or categories based on the semantic and 

contextual comprehension of language, claims the paper (Sun et al., 2023). By utilizing 

enormous volumes of pre-existing text data to discover intricate linguistic patterns and 

relationships, large language models—like GPT (Generative Pre-trained Transformer) and 

BERT (Bidirectional Encoder Representations from Transformers)—have completely 

changed natural language processing tasks. More precise, contextually aware, and nuanced 

text data classification is made possible by LLMs and can be applied to a variety of tasks, 

such as sentiment analysis, document classification, spam detection, and automated 

customer service. We examine the methods, strategies, benefits, difficulties, and uses of 

text classification using Large Language in this in-depth conversation. 

 

Essentially, large language models text classification is adjusting previously trained 

language models on labelled training data to customize them for particular text 

classification tasks. Unsupervised learning approaches are used to pre-train large language 

models, like GPT and BERT, on massive text corpora. This allows the models to acquire 

contextual representations of words, phrases, and sentences. These models gain a thorough 

comprehension of language semantics, syntax, and context during pre-training, which 

equips them to recognize intricate linguistic relationships and patterns. In order to fine-tune 

the language models, more training on task-specific labelled data is required. This allows 

the model to learn how to map input text sequences to appropriate class labels or categories. 
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The ability of large language models to capture contextual information and the semantic 

relationships between words and phrases is one of the main benefits of text classification 

using these models. Text is often represented as bag-of-words or TF-IDF vectors in 

traditional machine learning models, like Naive Bayes or Support Vector Machines, which 

may lose contextual and semantic information. Large Language Models, on the other hand, 

use self-attention techniques to encode text input as continuous vector representations, 

which allows them to capture syntactic structures, semantic subtleties, and long-range 

connections in text data. Large Language Models can comprehend word meaning in the 

context of the complete sentence or document by utilizing contextual embeddings, which 

makes text classification more precise and contextually aware. 

 

Furthermore, transfer learning—the process of using pre-training knowledge from large-

scale text data to subsequent text classification tasks—benefits text classification using big 

language models. Text input is encoded into dense, high-dimensional vector 

representations using pre-trained language models, such GPT and BERT, which perform 

as potent feature extractors. Pre-trained language models are taught to adjust their 

representations to the unique subtleties and features of the target classification job by 

means of fine-tuning them on task-specific labelled data. Text classification models can 

get cutting-edge results with less labelled training data thanks to transfer learning, which 

allows them to apply pre-trained knowledge to generalize to various text classification 

tasks. 

 

Additionally, more reliable handling of uncommon terms, domain-specific terminology, 

and out-of-vocabulary (OOV) words is made possible by text classification utilizing large 

language models. Large Language Models can learn representations of uncommon or 

domain-specific terms that might not be present in the training data since they are trained 

on enormous volumes of text data from various sources and domains. Furthermore, large 

language models are able to generalize to previously encountered words or phrases 

depending on their context by capturing contextual information and semantic similarities 
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between words. Consequently, large language model-based text classification models show 

better robustness and generalization capacity, especially in fields containing jargon or 

special terminology. 

 

Large language models for text classification have many benefits, but in order to create 

trustworthy and efficient classification models, a number of issues and concerns need to be 

taken into account. The computational resources needed to train and optimize big language 

models on massive amounts of text data are one difficulty. Large quantities of memory and 

potent GPUs or TPUs are among the computational resources needed to train large-scale 

language models like GPT-3 or BERT. It takes a lot of time and computing power to fine-

tune pre-trained language models on task-specific data, especially for big datasets or 

challenging classification tasks. To properly train and deploy Large Language Models, 

addressing these computational issues would necessitate having access to cloud-based 

services or high-performance computing equipment. 

 

Also, transfer learning and domain adaptation strategies are crucial for customizing 

language models that have already been trained for certain text categorization tasks and 

domains. Pre-trained language models might not accurately reflect the subtleties and 

features of the target classification task or topic since they are usually trained on general-

purpose text data from a variety of sources and domains. Pre-trained language models can 

adjust their representations to the unique linguistic patterns and task-specific terms by fine-

tuning them using task-specific labelled data. Text classification models' performance and 

capacity for generalization on domain-specific tasks can be enhanced with the use of 

domain adaption approaches such adversarial training, multi-task learning, and domain-

specific pre-training. 

 

Furthermore, when classifying texts using large language models, interpretability and 

explainability of the model are important factors to take into mind, especially in 

applications or businesses that are subject to regulations and where accountability and 
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transparency are crucial. With millions or billions of parameters, large language models 

like GPT and BERT are intricate neural network designs that are intrinsically challenging 

to grasp and comprehend. It can be difficult to interpret how Large Language Models make 

decisions and to pinpoint the elements that influence categorization results, especially for 

stakeholders or non-experts who lack a thorough understanding of machine learning 

methods. Methods for identifying saliency maps, attention visualization, and feature 

attribution are examples of model interpretability strategies that assist stakeholders in 

comprehending how Large Language Models generate predictions and pinpoint significant 

features or tokens that impact categorization choices. 

 

A cutting-edge method for classifying textual data based on semantic and contextual 

comprehension of language is text classification using large language models. Text 

classification models can provide higher performance, resilience, and generalization 

ability across multiple domains and applications by utilizing pre-trained language models, 

such as GPT and BERT. To create efficient and trustworthy text classification models, 

however, a number of issues including computing capacity, domain adaption, and model 

interpretability need to be resolved. Through the utilization of Large Language Models 

for text classification, organizations can automate decision-making procedures, gain 

valuable insights from textual data, and seize new opportunities for innovation and growth 

by surmounting these obstacles and capitalizing on advancements in natural language 

processing techniques. 

 

2.5 Problem statement 

Nothing particular was discovered about the classification of bank statements 

transactions for SME financing, as mentioned in the section above. The terminology used 

in bank statements varies greatly depending on the bank, the kind of customer, the type of 

transaction, and the region. Therefore, it was not possible to employ generic text 

classification algorithms directly in this study. 
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Bank statement data is used as an alternate data source in my research, which is similar 

to this study (Ghosh et al., 2019), which shows that there might be a considerable 

reduction in default rates if different data can be used for creating meaning insights. 

According to a study (Futures FinTech, 2019), my research would use machine learning 

and analytics to do complicated analysis of bank statements. 

 

Harnessing alternative data sources, such as bank transactions, presents a transformative 

opportunity to gain valuable insights into consumer behaviour, financial health, and 

creditworthiness. Traditional credit assessment methods often rely on limited data points, 

such as credit scores and income statements, which may not fully capture an individual's 

or a business's financial situation. In contrast, leveraging alternative data sources enables 

lenders, financial institutions, and businesses to access a richer and more comprehensive 

dataset, providing deeper insights and more accurate risk assessments. By analysing bank 

transactions, which encompass a wealth of information about spending patterns, cash 

flows, and financial habits, stakeholders can make more informed decisions, improve 

credit underwriting processes, and enhance financial inclusion. 

 

Bank transactions provide a thorough record of income sources, spending trends, and 

saving behaviour, acting as a digital footprint of a person's or company's financial activity. 

Lenders are able to determine a person's creditworthiness more precisely by analysing 

these transactions, which can provide important insights on the financial behaviour, 

lifestyle choices, and risk propensity of the individual. In contrast to inconsistent revenue 

patterns, excessive spending, and overdrafts, which may suggest increased credit risk, 

frequent deposits from steady income sources, consistent bill payments, and careful 

spending habits may show financial stability and creditworthiness. Lenders can improve 

the accuracy and dependability of credit judgments by analysing transaction data at scale, 

seeing predicted trends, and creating credit scoring models that take into account more 

variables by utilizing machine learning algorithms and data analytics approaches. 
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Likewise, bank transactions offer lenders and other financial institutions real-time 

visibility into cash flows and liquidity levels, which improves their ability to monitor 

borrowers' financial stability and ability to repay debts. Lenders are better equipped to 

recognize changes in borrowers' financial conditions, foresee liquidity issues, and 

proactively interact with borrowers to provide support or adjust loan terms, when 

necessary, by monitoring borrowers' income inflows, spending patterns, and savings 

habits over time. Lenders may take early action and reduce credit risk in response to 

indications of financial trouble or imminent default, such as abrupt changes in income, 

erratic spending habits, or unforeseen expenses. Financial institutions can lower losses, 

improve portfolio performance, and decrease loan delinquencies by using transaction data 

for proactive credit management and dynamic risk monitoring. 

 

Based on individual tastes and financial objectives, bank transaction analysis can support 

targeted marketing campaigns, customized product suggestions, and personalized 

financial advice. Businesses may provide customers with appropriate products and 

services that fulfil their demands and increase customer satisfaction by getting to know 

their spending patterns, lifestyle preferences, and financial priorities. For instance, based 

on clients' transactional activity and life events, banks might use transaction data to find 

potential for cross-selling other items like insurance policies, investment products, and 

savings accounts. Fintech startups and financial technology firms have the ability to 

utilize transaction data to create creative solutions that address specific pain areas and 

enable customers to make better financial decisions. Examples of these solutions include 

personalized loan offers, financial management tools, and budgeting apps. 

 

Additionally, bank transactions offer insightful information about consumer preferences, 

economic indicators, and market trends. This information helps firms and governments 

recognize new opportunities, reduce risks, and make data-driven decisions. Researchers 

and analysts can evaluate economic activity at a specific level, analyse consumer 

purchasing trends, and perform macroeconomic analysis by combining and anonymizing 
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transaction data from several sources. For instance, examining transaction data from 

various industries, geographical areas, and demographic groups can reveal information 

about retail sales patterns, consumer confidence, and company sentiment. This 

information can help companies better plan for future changes in the market, modify their 

product offerings, and deploy their resources. In a similar vein, decision-makers in charge 

of monetary policy might utilize transaction data to guide their choices, evaluate the 

results of stimulus packages, and create focused interventions. 

 

Deeper insights into market trends, financial dynamics, and consumer behaviour can be 

obtained by utilizing other data sources, such as bank transactions. Through the utilization 

of sophisticated analytics tools and machine learning algorithms to analyse transaction 

data, interested parties can optimize credit underwriting procedures, elevate risk 

management strategies, and open up novel business avenues. Moreover, companies and 

legislators may better serve customer requirements, stimulate innovation, and promote 

economic growth by utilizing transaction data for targeted marketing, individualized 

financial advice, and market information. To ensure that data-driven innovation helps 

consumers while protecting their rights and interests, it is crucial to address privacy 

concerns, data security threats, and ethical considerations related to the use of alternative 

data. 

 

The research would employ the same methodologies as the study (Egesa, 2016) in order 

to generate keywords based on the transactions recorded in the bank statements. This 

study gave a clear summary of feature extraction, which would be used to the Bank 

Statement's keyword creation process.  

 

It has also been stated, as well, that the classification of text differs from that of bank 

statement transactions due to the existence of specialized terminology used in the banking 

sector, which is heavily reliant on banks, locations, and clients. It has been noted how text 

classification differs from bank statement transaction classification, and this raises an 



46 
 

interesting research question. The digitization of SME lending has been shaped by fintech 

start-ups using various strategies. In my research, I have proposed that bank statement 

analysis may yield outcomes that would facilitate their credit decisioning procedures. 

 

2.6 Gaps identified in the Literature Review 

Following table elaborates the gaps that have been found in literature review process – 

Table 1 Gaps identified in Literature Review 

S.No. Referred Paper Citation Summary Relevance to our study 

(Gaps if any identified) 

1 The Role of 

FinTech in 

Small Business 

Lending 

 

(Beaumont 

et al., 2022; 

Rao et al., 

2023) 

These papers 

highlight that Small 

and Medium 

Enterprises have 

limited access to 

credit after 2008 

financial crisis due 

to increased 

regulations over the 

banking institutions. 

However, the 

emergence of the 

FinTech’s have 

improved the credit 

access for SMEs by 

providing the 

unsecured lending 

This paper has clearly 

indicated the fact that gap 

that has been created due to 

restricted lending to SMEs 

has been bridged by the 

emergence of the Fintech 

firms and they have made 

quite good profit by lending 

unsecured loans. 
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by alleviating the 

collateral based 

secured lending. 

2 The Rise of 

Finance 

Companies and 

FinTech 

Lenders in 

Small Business 

Lending 

(Gopal and 

Schnabl, 

2022; 

Goel and 

Rastogi, 

2023) 

According to this 

article there is a 

drop of around 20% 

in bank lending 

from 2008 financial 

crisis till 2010. 

Emergence of 

FinTech’s has 

improved the 

lending and played 

crucial role to boost 

the economy during 

this period. In the 

year 2016, fintech’s 

provided 56% new 

loans. 

The technology also plays 

important role in lending and 

Fintech platforms should 

bring the innovation to 

provide lending quicker and 

effective. The objective of 

my study is to use the 

alternate data to bring the 

state through processing in 

the SME lending process. 

However, this referred study 

does not list what 

innovations and technical 

advancements could be used 

for the effective lending. 

3 Challenges 

small and 

medium 

enterprises 

(SMEs) face in 

acquiring loans 

(Nassoro 

and Jaraj, 

2022) 

This study 

highlights that 

SMEs face 

challenges due to 

high interest rates, 

shorter repayment 

This study did not suggest 

the solution to overcome the 

challenges faced by the 

SMEs in Tanzania. 
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from 

commercial 

banks in 

Tanzania 

period and lack of 

collaterals in 

acquiring loans from 

the commercial 

banks. 

4 Does bank 

complexity 

during the 

COVID-19 

crisis alter the 

financing 

mechanism for 

small and 

medium-sized 

enterprises? 

 

(Chen et al., 

2022) 

This study provides 

the insights related 

to the correlation 

between the risks 

and complexity for 

banking institutions, 

more complex the 

bank is better it 

would be to manage 

the risks. However 

strict regulators 

restrictions disable 

them to take 

significant risks like 

lending SME 

population as they 

don’t have 

consistent flow of 

income and better 

credit scores. 

How could we minimize the 

risks that could arise as a 

result of lending SME 

population is not explained 

in this study and due to the 

unavailability of confidential 

data, regressor used could 

not guarantee the results that 

are expected out of this 

study. 
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5 Expectations of 

access to debt 

finance for 

SMEs in times 

of uncertainty 

(Calabrese 

et al., 2022) 

This article 

examines the impact 

of Brexit 

referendum on the 

access to debt 

finance pertaining to 

the SMEs in the UK. 

How the 

expectations of the 

SMEs to be 

financially 

constrained have 

been reduced as a 

result of the 

referendum has been 

explained 

elaboratively in this 

study. 

 

This study is specific to the 

recent change pertaining to 

the Brexit referendum on 

SME financing that is not 

generic and moreover how to 

mitigate this impact is not 

clearly explained in the 

article. 

6 Classification 

of E-commerce 

Financial 

Transaction 

Logs Using 

Machine 

(Ajithkumar 

and Geetha, 

2022) 

This article 

examines e-

commerce financial 

transactions logs to 

figure out if there 

are any suspicious 

The dataset used contained 

5000 transaction logs that is 

very limited where as my 

study would use substantial 

data for classification. 

Moreover, very limited 
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Learning 

Approach 

transactions using 

the machine 

learning techniques. 

Support Vector 

Machine and 

Logistic Regression 

were used for 

transactions 

classification. 

techniques were defined for 

the classification of 

transactions. Nothing has 

been specified to classify 

transactions with multi class 

labels. 

7 
Machine 
learning for 
financial 
transaction 
classification 
across 
companies 
using 
character-level 
word 
embeddings of 
text fields 

 

(Jørgensen 

and Igel, 

2021) 

This research has 

used word 

embeddings and bag 

of words 

representation. The 

objective of this 

study was to map 

the financial 

transfers against the 

corresponding 

accounts.  

Our study is involving large 

banking financial services 

vocabulary based on which 

multi class classifier has to 

be build. Similar to this 

study word embeddings like 

count vectorization could be 

used in my study and 

something beyond has to be 

used as idea behind my study 

is to create multi words 

keywords for classification. 

8 How Digital 

Banking has 

Brought 

Innovative 

(Haralayya, 

2021) 

This article focuses 

on the importance 

and prioritization of 

the digitalization in 

Loan Management was 

identified as one of the focus 

areas for the digitalization 

but nothing is specified how 
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Products and 

Services to 

India 

the financial 

institutions. What 

are the various areas 

where digitalization 

is possible for 

achieving smoother 

customer journeys. 

that could be achieved. 

9 FinTech: 

Ecosystem, 

Opportunities 

and Challenges 

in Saudi Arabia 

 

(Albarrak 

and 

Alokley, 

2021) 

Fintech in Saudi 

Arabia have taken 

various initiatives 

that have brought 

innovation and 

played a significant 

role in the future 

financial system in 

the Saudi Arabia. 

This study has not listed any 

specific innovation and 

technology that Fintech had 

used and could be utilized 

industry wide for scaling up 

the economy further. 

10 SMEs with 

legally 

restricted 

banking access: 

evidence from 

the US 

marijuana 

industry 

 

(Merz and 

Riepe, 

2021) 

According to this 

study small and 

medium enterprises 

have very limited 

access to Banking 

due to legal 

constraints. This 

study suggested the 

importance of 

However, this study does not 

specify how the access to 

financial services could be 

adequate in the developed 

economies for the SME. 
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availability of 

access to the 

financial services 

for SME in the 

developed economy. 

11 A Comparison 

of Pre-Trained 

Language 

Models for 

Multi-Class 

Text 

Classification 

in the Financial 

Domain 

 

(Arslan et 

al., 2021) 

According to this 

study vocabulary of 

the dataset of the 

financial domain 

have significant 

effect on the 

performance of the 

models. Generic 

models for multi 

class text 

classification 

models perform 

better than the 

specific models like 

Fin BERT model. 

 

Two datasets that are generic 

pertaining to financial 

domain have been used in 

this study. In my study, multi 

class classification problem 

is to be dealt but the finance 

vocabulary is extremely vast 

and comprehensive due to 

significant variations in 

formats and other factors 

related to the Bank 

statements. 

12 Fintech and Big 

Tech Credit: 

What Explains 

the Rise of 

(Cornelli et 

al., 2021) 

According to this 

study, Fintech firms 

and Big-tech firms 

have been providing 

Fintech are growing rapidly 

around the world and there is 

a big potential for different 
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Digital 

Lending?  

more lending to the 

SME population. 

Around USD 223 

billion credit flows 

are reported for 

Fintech in the year 

2019. 

types of lending to boost 

economic growths. 

Hence this area is quite 

interesting for research from 

the overall growth 

perspective with respect to 

credit flows. 

13 Digital 

Banking 

Support to 

Small 

Businesses 

amid COVID-

19 

(Sun, 2021) The COVID-19 

pandemic has 

introduced various 

challenges in 

accessing bank 

financing for small 

and medium 

enterprises, as per 

this article. Credit 

risk has been 

inflated and need 

different treatment 

to overcome the 

aftermaths of the 

same. Greece, Italy 

and others have 

developed the 

digital platforms to 

This article has highlighted 

the importance of digital 

transformation to overcome 

the challenges introduced by 

the pandemic in credit 

lending. Our research 

objective is to bring the state 

through processing by 

digitalization in the field of 

SME lending. 
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overcome the credit 

access limitations as 

a result of the 

pandemic. 

14 A systematic 

literature 

review on SME 

financing: 

Trends and 

future 

directions 

(Rao et al., 

2021) 

As per this study, 

Small and Medium 

Enterprises are the 

source of 

employment for 

many people and 

major constraint 

they have is the 

limited access to the 

finance. This paper 

has included 

enormous amount of 

literature review 

including 280 

papers from 1986 

till 2020 to conclude 

the finance research 

for the SMEs. 

This study consolidates the 

past researches to understand 

the SME financing but does 

not specify how to overcome 

the limited finance access 

challenge using specific 

methodology to enable credit 

access for the SME 

population. 

15 Deep learning 

in finance and 

banking: A 

(Huang et 

al., 2020) 

This study analyzed 

the limited 

literatures available 

According to this study after 

analyzing the literature 

between 2014 till 2018, 
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literature 

review and 

classification 

 

specific to the 

application of the 

deep learning in 

banking financial 

services domain. 

Given the 

complexity 

associated with the 

deep learning 

models, it was a 

challenge to justify 

the findings as per 

most of the papers 

analyzed by this 

study. Another 

challenge 

highlighted was that 

training these 

models was highly 

time consuming.  

random forest algorithm 

yielded best accuracy for 

classification problems 

related to delinquency where 

minority class is rare posing 

a challenge of imbalance 

data. 

16 Digital 

technologies in 

lending small 

and medium-

(Semenyuta 

et al., 2019) 

This article outlines 

the important role of 

the digital 

technologies in the 

system of the SME 

One method described in this 

article is the automation of 

the process of interaction 

with the borrower but has a 

limitation as technical design 
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size enterprises 

in Russia 

 

lending in Russia 

specifically. Fintech 

starts-ups operates 

on online business 

development model 

as compared to the 

traditional banking 

that employs 

classical methods. 

or real implementation 

process is missing. 

Another important finding in 

this article is the possibility 

of issuing credit without 

documents, guarantee etc. 

but how could that achieved 

with a reasonable risk is not 

explained.  
 

2.7 Summary 

Nothing particular was discovered about the categorization of bank statements 

transactions pertaining to SME lending.  The terminology used in finance on bank 

statements varies greatly depending on the bank, the kind of customer, the type of 

transaction, and the region. Therefore, it was not possible to employ generic text 

classification algorithms directly in this study. Bank statement data is used as an alternate 

data source in my study, which is similar to this study (D. Ghosh, A. Gupta, 2019), which 

shows that there might be a considerable reduction in default rates if different data can be 

used for creating meaning insights. According to a study (Futures FinTech, 2019), my 

research has embraced the machine learning and analytics technique for carrying out 

complicated analysis of bank statements. Beyond that trying Large Language Models for 

the classification of the bank statements transactions is an important objective of my study. 

In addition to this, not limiting to US but expanding the research to the India Market is 

another important research question related to my study. 

 

The research would employ the same methodologies as the study (Egesa, 2016) in order to 

generate keywords based on the transactions recorded in the bank statements. This study 

offered a useful summary of feature extraction, which would be applied to the Bank 
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Statement Analyzer's keyword creation process. It has also been indicated, as well, that the 

classification of text differs from that of bank statement transactions due to the existence 

of specialized terminology used in the banking sector, which is heavily reliant on banks, 

locations, and clients. It has been noted how text classification differs from bank statement 

transaction classification, and this raises an interesting research question. Fintech startups 

have implemented methods to influence the digital transformation of SME lending, and my 

research suggests that bank statement analysis could yield outcomes that strengthen their 

credit assessment procedures. 
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CHAPTER III:  

METHODOLOGY 

 

3.1 Overview of the Research Problem 

The majority of Fintech companies have been working to digitalize the SME lending 

process in order to achieve state-through processing, which will improve decision-making, 

speed up disbursements, and reduce costs. Therefore, in order to effectively make risk-

based decisions, a strong system for hedging credit risk is required. Alternate data is 

utilized to support this, ensuring that decision-making is more trustworthy and that reliance 

on credit scores from credit bureaus is kept to a minimum. Analyzing bank statement data 

as a substitute source of information for creating cash flow variables to aid in credit 

decision-making is one way to find a solution. Significantly little work has been done in 

the past on the subject of analyzing bank statements to produce insightful data that 

improves credit decision-making. 

 

Fintech companies can improve risk management procedures, streamline credit 

underwriting procedures, and increase underprivileged groups' access to financing by 

utilizing alternative data sources. Alternative data is being used by the fintech sector more 

and more to enhance conventional credit scoring models and improve the accuracy of 

creditworthiness assessments for both individuals and companies. Conventional credit 

scoring models frequently depend on sparse data items, such income, work status, and 

credit history, which might not adequately reflect a person's or a company's financial 

circumstances. Fintech companies may create more comprehensive credit risk models by 

incorporating aspects like social connections, savings habits, and spending patterns into 

their models thanks to alternative data sources, which provide a more comprehensive and 

all-encompassing perspective of a borrower's financial activity. Fintech companies can 

find creditworthy borrowers who were possibly missed by traditional lenders by 

combining the analysis of alternative data with traditional credit metrics. This expands 
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the pool of potential borrowers for financing, especially for underserved groups such as 

small businesses, freelancers, gig workers, thin-file or no-file borrowers. 

 

Fintech companies are also utilizing alternative data to improve identity verification and 

fraud detection procedures, which lowers the frequency of fraudulent activity and boosts 

the security of financial transactions. Conventional techniques for verifying identity, like 

document verification and credit bureau checks, can be vulnerable to financial fraud, 

identity theft, and synthetic fraud. Fintech organizations may create stronger identity 

verification procedures that withstand the strategies of fraudsters by utilizing alternative 

data sources including biometric data, device fingerprints, and behavioural analytics. For 

instance, biometric authentication techniques, like fingerprint scanning and facial 

recognition, reduce the possibility of identity theft and allow safe, convenient access to 

financial services. Similarly, to identify unusual behaviour suggestive of fraudulent 

activity, including account takeover attempts, unauthorized transactions, or suspicious 

login attempts, behavioural analytics algorithms examine user interaction patterns, 

transaction history, and device attributes. 

 

Fintech companies are also utilizing alternative data to enhance loan underwriting 

procedures, more precisely determine credit risk, and customize loan products to each 

borrower's unique requirements and preferences. Fintech companies can create 

customized credit offerings that cater to the needs and preferences of borrowers by 

gaining insights into their financial behaviour, lifestyle preferences, and risk profiles 

through the analysis of alternative data sources like transaction data, social media activity, 

and online shopping behaviour. Fintech lenders, for instance, can evaluate cash flow 

dynamics, liquidity positions, and repayment capacity using transaction data. This allows 

them to provide flexible terms for repayment, dynamic pricing, and loan structures that 

are tailored to the risk profiles and financial situations of their borrowers. Similar to this, 

social media and online shopping activity analysis can reveal information about the 

interests, preferences, and spending patterns of borrowers. This information helps fintech 
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lenders create customized product recommendations, cross-selling opportunities, and 

marketing campaigns that appeal to borrowers and increase customer engagement. 

 

Plus, alternative data is being used by the fintech sector to improve risk management 

procedures and more successfully reduce credit risk. Fintech companies can monitor 

changes in borrowers' financial conditions, avert defaults or delinquencies, and uncover 

early warning indications of financial trouble by proactively intervening through the 

analysis of alternative data sources, such as public records, social media activity, and 

online reviews. Social media activity monitoring, for instance, may highlight changes in 

borrowers' spending patterns, lifestyle decisions, or work status that may have an effect 

on their capacity to repay debts. Comparably, studying online reviews and customer 

comments can reveal information about how satisfied customers are, how loyal they are 

to a brand, and how likely they are to make payments. This information helps fintech 

lenders spot possible credit risks and implement risk-reduction strategies like 

renegotiating loan terms, providing financial counselling, or starting collection efforts. 

Fintech businesses are also using artificial intelligence (AI) and machine learning 

algorithms to analyse vast amounts of alternative data and spot predictive patterns. This 

helps them spot fraud, improve risk management plans, and make more accurate credit 

decisions. 

 

Fintech companies are using alternative data to enhance credit underwriting procedures, 

increase loan availability for marginalized groups, and better manage risks. Fintech 

companies can obtain valuable insights into consumers' financial behaviour, lifestyle 

preferences, and risk profiles by utilizing alternative data sources, including transaction 

data, social media activity, and online behaviour. This information can help them create 

customized credit offerings, improve fraud detection mechanisms, and optimize risk 

management practices. To ensure that data-driven innovations benefit customers while 

protecting their rights and interests, fintech companies must handle privacy concerns, data 

security threats, and ethical issues related to the use of alternative data. A more accessible 
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and robust financial ecosystem is also fostered by industry standards and regulatory 

monitoring, which are vital in guaranteeing responsible data usage and boosting customer 

trust in fintech solutions. 

 

3.2 Operationalization of Theoretical Constructs 

Several research techniques that were applied to enhance Bank Statement Analyser for 

SME loans are described in this chapter. This thesis chapter will go into great length on the 

data that were selected for the study, the difficulties encountered during data extraction, 

data transformation, data pre-processing, and the approaches utilized during model 

construction and assessment. Furthermore, it explains the rationale for the classification 

method selection in comparison to all other feasible approaches. 

 

In order to support research aims and address research questions, a series of logical 

diagrams have been produced during this study. These diagrams offer a thorough 

explanation of the full sequence of procedures taken for obtaining the intended results. To 

help with a better understanding of the complete research technique and design, these 

diagrams are provided and explained in detail in the following sections. Subsequently, this 

chapter focuses on the large language model that was employed for the study and how it 

was highly beneficial in producing the research's results. Lastly, a number of difficulties 

were encountered when carrying out the research, and each of these difficulties was 

handled with appropriate justification and mitigating measures. 

 

3.3 Research Purpose and Questions 

The objective of this study is to enhance a bank statement analyzer for SME lending 

proposed by the study (Mehta, 2020). This analyzer has the potential to generate insightful 

data that would assist sound credit decisions and lower lending risk to the SME community. 

A more robust and superior decision-making process would result in less risk. The quantity 

of transactions required ought to be sufficient to yield a proof of concept and to yield 

valuable insights that could be replicated for any number of transactions in the future. The 
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US Lending Market is the geographic area that this study takes into consideration. Large 

Language Model is used as an alternative for the classification of the banking transactions. 

Moreover, the model is also applied to India lending market to see if this would work for 

different geographical location for generalization. 

 

This research study has the following mentioned objectives. 

• To enhance the list of keywords used by the study (Mehta, 2020) for categorizing 

banking transactions of small and medium enterprises in the United States. 

• To enhance the performance of the machine learning model, build in the study (Mehta, 

2020) for categorizing banking transactions of small and medium enterprises in the 

United States. 

• To perform the classification of banking transactions of SME into the above identified 

categories using novel AI that includes Large Language Models. Comparing the results 

of traditional AI (ML model) and LLM classification for the banking transactions. 

• To apply the above study for different geographical location i.e. India lending Market to 

see if the same model has worked well for another location so that it could be 

generalized. 

 

3.4 Research Design 

This section describes the research approach undertaken by the study (Mehta, 2020) and 

then would produce the enhanced design to improve the bank statement analyzer for United 

States. Furthermore, the same study could then be applied to India Lending market to see 

the applicability of the same for generalization. 

 
3.4.1 Elaboration to Approaches  

A previous study (Mehta, 2020) analyzed the bank statements of US small and medium-

sized businesses. Small and medium-sized businesses have two options: either give the 

Fintech’s access to their bank statements, or give permission to download them from 

Yodlee. This section described the two methods used to carry out the investigation. The 
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first method had to be used as there were no keywords or categories for transactions; 

instead, keywords had to be created, examined, and prepared for classification. This 

established a foundational vocabulary for keywords, and as time went on, this list would 

expand. Moreover, auto-learning or self-learning techniques that are not covered in this 

study might be used for the same keywords. 

 

1,00,000 parsed transactions from 3,300 SMEs were examined in this study. To generate 

keywords for the purpose of classifying the transactions, all of the input data was utilized. 

Based on the specified keywords, these transactions were further categorized against 

additional classifications and groupings. In this study, the procedure of calculating metrics 

based on these categories is referred to as post classification. 

 

Following the generation of keywords, they were mapped to classes and groups, leading to 

the creation of a master keyword data sheet. The input data is then classified using these 

keywords. Since rules have been embedded in the program, rule-based categorization has 

very high accuracy and would yield very accurate results for output variables. For these 

reasons, it was chosen. The rule-based engine's accurate classification of the data allowed 

it to be used for the machine learning technique. 

 

The rule-based engine assigned keywords based on the following criteria. The master 

keywords list and the keywords found in a transaction's description are compared. It's 

possible that more than one keyword from the master keywords list matches the 

transaction. In this instance, the keyword's initial occurrence is examined. Classes and 

groups are assigned to this transaction from the master keywords file once the first keyword 

is detected and the transaction is mapped to that keyword. 

 

The second method uses 1,00,000 labeled banking transactions as classified data as input 

data. Seventy percent of the classified data, which included labels, was used to train and 

construct the model. The multi-class classification model was constructed using Random 
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Forest, as was indicated in the modeling section. The model evaluation was then carried 

out using this model and 30% test data. This is one method that might be applied when 

keywords are established; the list of keywords may expand in the future as a result of 

lessons learned from the misclassifications. 

 

Following the classification process using approaches I and II, post-classification 

techniques were used to calculate several metrics that are detailed later in this section. The 

final product of this research project is cash flow variables analysis. 

 

The section describes above the approaches undertaken by the study (Mehta, 2020). The 

understanding of these approaches is mandatory for the current research and thus they have 

been elaborated above. The classification previously done using muti class classification 

mechanism via Random Forest machine learning method could be enhanced by using novel 

AI that is Large Language Model (Chat GPT 4) and specialized prompting engineering by 

employing prompt template and prompt designs. 

 

3.4.2 Logical Flow Diagrams 

This section presented the logical flows of the two approaches used in previous study 

(Mehta, 2020). This is important to understand them so that enhancements could be 

proposed and executed as a part of this research. 

3.4.2.1 APPROACH I 
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Figure 1 Process Flow Diagram 

The diagram above illustrates how transaction-level data from small and medium-sized 

businesses' PDF bank statements is parsed and extracted into the CSV format for further 

analysis. This parser is outside the purview of this study because PDF bank statements 

include private information about the bank and its customers. Only transactions are visible 

after being extracted into Excel; all other data is deleted. Additionally, before being shared 

for this study, spreadsheets were anonymized. Data Selection in the context of research 

technique. For the purpose of this study, 1,00,000 anonymized, parsed transaction data 

were used. 

 

EDA was carried out using univariate and bivariate analysis to develop the necessary 

comprehension of the data. Pre-processing of the data was done to eliminate special 

characters, numerals, and stop words. Additionally, for future treatments, transaction 

descriptions would be altered to lower case. For additional processing, the date column 

would be converted to Date Time format. Then, using the count vectorizer and n-grams 
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models, the transaction descriptions would be transformed into tokens. As a result, n-grams 

(where n = 1 and 2) along with their frequency of occurrence in the transaction descriptions 

are combined to create keywords. In the master keyword sheet, the previously mentioned 

keywords are analyzed and mapped to classes and groups. 

 

As described in the later portion of the chapter, processed transaction data from the 

previously mentioned phases are clustered using the DBSCAN clustering algorithm. The 

study's implementation section provides an explanation of the parameters selected. As 

stated in the previous phase, clustering is used to group similar transactions. Every cluster's 

frequently occurring transactions are chosen for classification. Every transaction in a 

cluster is classified using rules, and all of the transactions in that cluster are given the same 

keyword. The master keyword sheet consists of classes and groups that have been assigned.  

 

For classified transactions, post classification is performed. It computes the important 

metrics and analyzes their trends. The following are the output variables that the post 

classification module created. The gross income derived from the business is known as 

revenue. Operating costs are the overall amount spent on running a business. Operating 

profit, also known as operating income, is the difference between total expenses and gross 

revenue. The ratio of operating income to revenue is known as operational profit margin. 

Debt Service Coverage Ratio is referred to as DSCR. It serves as an indicator for the 

availability of sufficient money to pay off debt. It is, thus, the operating income to debt 

service ratio. The acronym for debt-to-income ratio is DTI. This represents the simple ratio 

of debt to operating income. The total amount required to pay off debt, including principal 

and interest, is known as debt services. The entire debt services divided by the revenue is 

known as debt repayment per revenue. The Cash Flow Ratio calculates a customer's ability 

to pay off debt or liabilities with operational income. 
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3.4.2.2 APPROACH II 

The study (Mehta, 2020) uses 1,00,000 transactions from the first method that have already 

been classified. When the banking transactions have already been classified, this method 

establishes the course of action that needs to be followed. Furthermore, this approach has 

certain limits concerning computation speed and performance, which will be further 

discussed later in this paper. The second method is illustrated in the following figure.  

 

 
Figure 2 Machine Learning Model/LLM Model 

As stated in method I, data pre-processing involves eliminating special characters, integers, 

and stop words from the transaction descriptions. Following that, transaction descriptions 

were changed or converted to numerical form. Train and Test data sets are separated. The 
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split ratio employed for the train and test datasets was 70 and 30, respectively, when 

random sampling was carried out. After training on the training set, the random forest 

model was saved. The implementation defines the parameters that are used. The previously 

mentioned model's performance was tracked and it was confirmed using a test set. 

Accuracy was utilized to evaluate performance, as was indicated in this chapter's section 

on model evaluation. To determine accuracy, the produced categories were thus compared 

to the real labels. The test dataset was subjected to the post-classification procedure in order 

to produce important metrics and trends. In this study, the results of the two previously 

described methodologies are explained in detail along with the enhancements proposed as 

a part of this study. In the current study, instead of just ML model, LLM model with 

intensive Prompting techniques is used for the classification of the bank statement 

transactions. 

 

3.4.3 Tools and Technologies 

The techniques and technologies employed in this research are presented in this section. In 

this study, the following technologies and tools were employed. 

3.4.3.1 PYTHON 

Python, a popular programming language for data science, and its many libraries will be 

used in this study. In this study, Python version 3.7 is employed. The following are specific 

Python libraries and tools that will be used in this project. With Pandas, one can do end-

to-end large-scale data analysis and data product development since it is a robust open-

source library that offers the necessary data structures and data analysis skills. Numerous 

mathematical functions and multi-dimensional arrays are supported by the NumPy library. 

Modules for regular expressions are often included with the "Re" library for string 

manipulation and search. The Matplotlib package is used for visual aids. A Python machine 

learning library called Sklearn, sometimes known as SciKit Learn, offers a number of 

supervised and unsupervised learning techniques. It also offers Count Vectorization and 

TF-IDF techniques. NLTK (Natural Language Toolkit) is used in this research for dealing 
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with Text Mining or for providing methods for Text processing. Numerous techniques for 

computing statistics are available in the Python statistics library. 

 

3.4.3.2 JUPYTER NOTEBOOK 

Code snippets are created and results are visualized using a Jupyter notebook. 
 

3.4.3.3 MICROSOFT EXCEL 

The relevant classes and groupings were compiled with the aid of Microsoft Excel.  

The execution of code and analysis on a 64-bit Microsoft Windows desktop computer with 

32 GB RAM was necessary because the processing of 1,00,000 transactions data was not 

smooth and required a lot of computing time and memory. GPUs could also be used in 

other cloud environments, such as Google Colab, a free cloud platform for machine 

learning research.  

3.4.3.4 CHAT GPT 

OpenAI's ChatGPT is an advanced conversational AI model built on the Generative Pre-

trained Transformer (GPT) architecture. The most recent version, GPT-4, expands on the 

capabilities of its predecessors by using deep learning methods. ChatGPT makes use of the 

Transformer neural network design, which requires sequential data, such as text. The 

algorithm learns to predict the next word in a sentence by being pre-trained on a sizable 

corpus of internet material. It gains a wide grasp of language during this pre-training phase, 

including knowledge of syntax, world facts, and even some cognitive abilities.  

The model transforms the text into numerical representations, which it then processes 

using the Transformer architecture's several layers. With each layer, the comprehension of 

the text is improved by taking into account the context that the surrounding words provide. 

These enhanced representations are decoded back into text that is understandable by 

humans.  
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Despite ChatGPT's strength, there are certain drawbacks. It occasionally yields answers 

that seem convincing but are inaccurate i.e. a condition known as "hallucination." 

Explainability of the outcome is also a challenging task. Responsible and Ethical AI is the 

important consideration as far as Chat GPT is concerned.  

3.5 Population and Sample 

This analysis took into account the parsed banking transactions of small and medium-sized 

US and India Lending businesses. The dataset's key details that contributed to the necessary 

data interpretation are listed below. There were 1,00,000 transactions in the dataset, and 

3,300 small and medium-sized businesses were taken into consideration for the US market. 

There are 20,000 transactions, and 450 SMEs for India market. Date period taken into 

consideration: December 2013–October 2019 (United States) and April 2021–March 2023 

(India). Cust Id, Account number, Post-date, Description, Transaction Type, Amount, and 

Running Balance are the fields in the dataset used for the calculations of features of model. 

 

3.6 Participant Selection 

This section explains the process of preparing and dividing the data in order to conduct this 

study. First, web crawlers and scrapers are used to extract the data from the PDF file into 

Excel in the correct format. Similar fields or data can be found on every bank statement, 

such as account information, which includes account details including the account number, 

customer ID, address, branch, and name of the account holder. The information on 

transaction categories, transaction descriptions, amounts, running balances, and value dates 

would also be included in the transaction statement. Later this section also contains the 

various prompts used in a prompt template for the generation of the responses from the 

Large Language Model. 

 

3.6.1 Data Preparation 

To prepare the data for modeling, data preprocessing was necessary. For this study, the 

data preparation for each of the major procedures is explained below. This study is divided 
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into four modules: keywords generation, clustering and rule-based classification, machine 

learning and LLM classification and post classification.  These modules' specifics are 

discussed later in this chapter. Let's outline the data preparation tasks derived from these 

modules. 

 

3.6.2 Data Preparation for Keywords Generation Module 

The descriptions of transactions were changed to lowercase. The transaction descriptions 

were cleaned up by eliminating many spaces. Special characters and numbers were 

eliminated from the transaction descriptions. The transaction descriptions were edited to 

exclude stop words in English. Tokenization of transaction descriptions was done using N-

Grams (n=1, 2 & 3). Following this, word tokens consisting of single, double, and triple 

word combinations were produced called as keywords.  

 

3.6.3 Data Preparation for Clustering and Rule-Based Classification Module 

The transaction description includes several spaces that are removed. The transaction 

description was cleaned so that it contains only letters. The transaction descriptions were 

converted to lower case. The stop words are removed from the transaction descriptions. 

Tokenization of transaction descriptions was done using N-Grams (n=1,2, & 3). TF-IDF 

vectorization was used to convert text (the tokens above) into numeric vectors. 

Transactions were prepared for clustering using the previously created numeric vectors 

after completing all of the previous stages. 

 

3.6.4 Data Preparation for Machine Learning Classification 

The transaction description was cleaned up by removing isolated characters, numerals, 

special characters, and multiple x's. It was decided to convert the transactions description 

column to lowercase. Stop words in English were eliminated from transaction descriptions. 

Using the TF-IDF technique, the processed description was converted from text to numeric. 

For each transaction type, dummies were made. A single data frame had concatenated 



72 
 

dummy variables for Transaction Types, TF-IDF vectors, running balances, and 

transaction amounts. 

 

3.6.5 Data Preparation for Large Language Model Classification 

Preparing prompts for multi-class classification using a Large Language Model (LLM) like 

GPT, Gemini etc. involves designing queries that effectively helps in performing the 

desired classification from the model. The key is to structure the prompts in a way using 

various prompt designs and prompt templates that clearly presents the categories and 

ensures the model understands the task. Below is an explanation of how to design effective 

prompts using various prompt templates and designs for multi-class classification using the 

Large Language Model using Chat GPT. However, in this study I have used the various 

but not all the possible prompt designs due to the time constraint and the bigger objective 

was not to test prompts but verify the possibility of effective prompting for the use of Chat 

GPT for the classification task. 

3.6.5.1 DIRECT PROMPTS 

Simple direct inquiry prompts ask the model to categorize an input into one of the pre-

established categories. When the task is clear and the categories are distinct, this technique 

performs effectively.  

Prompt Template:  

Categorize the following banking transaction based on the transaction description into 

one of the following categories: “Revenue”, “Expenditure”, “Liability”, “Debt Service”, 

or “Transfer”. 

Transaction Description: [Input Text] 
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3.6.5.2  MULTIPLE-CHOICE PROMPT 

Template:  

Read the transaction description: [Input Text]. Which of the following categories does 

this transaction belong to? 

A) Revenue 

B) Expenditure 

C) Liability 

D) Debt Service 

E) Transfer 

 

3.6.5.3  CONTEXTUAL CLASSIFICATION PROMPT 

Template: 

Based on the transaction description provided, categorize it as one of the following: 

“Revenue,” “Expenditure,” “Liability,” “Debt Service,” or “Transfer.” 

Description: [Input Text] 

Context: [Reference Text] 

 

3.6.5.4  INSTRUCTIONAL PROMPT 

Template: 

You are an expert in financial analysis or cash flow analysis. Given the following 

transaction description, classify it into one of the categories: “Revenue,” “Expenditure,” 

“Liability,” “Debt Service,” or “Transfer.” 

Transaction: [Input Text] 
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3.6.5.5  EXAMPLE-BASED PROMPT 

Template: 

Here are some examples of categorized transactions: 

1. "Salary payment received" -> Revenue 

2. "Loan repayment made" -> Debt Service 

3. "Purchase of office supplies" -> Expenditure 

4. "Funds transferred to savings account" -> Transfer 

5. "Interest on loan" -> Liability 

Now, categorize the following transaction: [Input Text] 
 

Or the above examples could be given as Few Shot Examples in a template 

 

3.6.5.6  CHAIN-OF-THOUGHT PROMPT 

Template: 

Let’s break down the following transaction step by step: [Input Text]. First, identify the 

key elements, then determine the most appropriate category from “Revenue,” 

“Expenditure,” “Liability,” “Debt Service,” or “Transfer.” 

 

3.6.5.7  BINARY DECISION TREE PROMPT 

Template: 

First, ask if the transaction increases assets or reduces liabilities (Revenue or Transfer). If 

it reduces assets or increases liabilities, it could be Expenditure, Liability, or Debt 

Service. Categorize the following transaction description: 

Transaction: [Input Text] 
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3.6.5.8  ROLE-BASED PROMPT 

Template: 

As a Credit Risk Analyst, you need to categorize the following transaction. Choose the 

correct category from “Revenue,” “Expenditure,” “Liability,” “Debt Service,” or 

“Transfer.” 

Transaction Description: [Input Text] 
 
I could use above BOT Persona or User Persona. 

 

3.6.5.9  SCENARIO-BASED PROMPT 

Template: 

Imagine you are analyzing a bank statement, and you come across the following 

transaction: [Input Text]. Which category best describes this transaction: “Revenue,” 

“Expenditure,” “Liability,” “Debt Service,” or “Transfer”? 

 

3.6.5.10  ELIMINATION-BASED PROMPT 

Template: 

Consider the following transaction description: [Input Text]. Eliminate the categories that 

don't fit until you find the most appropriate one from “Revenue,” “Expenditure,” 

“Liability,” “Debt Service,” or “Transfer.” 
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3.6.5.11  CONFIRMATORY PROMPT 

Template: 

The transaction described as [Input Text] seems to be [Proposed Category]. Is this 

correct? If not, select the most appropriate category from “Revenue,” “Expenditure,” 

“Liability,” “Debt Service,” or “Transfer.” 

 

3.6.5.12  COMPARISON-BASED PROMPT 

Template: 

Compare the following transaction description with the categories: “Revenue,” 

“Expenditure,” “Liability,” “Debt Service,” or “Transfer.” Which category does it align 

with best? 

Transaction Description: [Input Text] 

 
Not all of above but most of them have been clubbed into the prompt design to create the 

most appropriate prompt template for my study. The actual templates used and the results 

are described in the later sections. 

 

3.6.6 Data Preparation for Post Classification Module 

For the revenue, cash flow, and DTI outcome variables, data ranges or distribution ranges 

were established. To extract the month-year values from the post date, the data type of the 

post date was converted to Date-Time format. The module essentially computes various 

intermediate values and final cash flow variables after completing those two stages. 

 

3.7 Data Partitioning 

The train and test sets were created by randomly dividing the processed data. This phase 

was only carried out for Approach II, where the Random Forest Model was used to model 



77 
 

the data. 70% of the processed data that was randomly chosen to serve as training data was 

used to train the model. Thirty percent of the processed data that was randomly chosen 

referred to as test data was used to test or validate the model. Using a rule-based classifier, 

I assigned keywords to each transaction based on the entire 100% of input data that I used 

for keyword generation. 

 

3.8 Instrumentation 

This section explains the several modeling techniques utilized in the study and provides 

justification for choosing these particular techniques over others. 

 

3.8.1 Transactions Clustering 

Similar transactions were grouped together using the clustering technique. The same 

category or keyword was then allocated to the transaction groups. The input for the 

clustering is the combined transactions for each kind (credit/debit) for every client. The 

transaction descriptions are then vectorized using TF-IDF in conjunction with n-grams (n 

ranges from 4 to 10). Transactions using debit and credit had different parameters. After 

vectorization, clustering was performed using the DBSCAN algorithm as described in 

(DBSCAN - Wikipedia, 2020). A smaller selection of these representative transactions was 

utilized for classification, and one representative transaction was selected from each 

cluster. 

 

DBSCAN stands for Density-based spatial clustering of applications with noise, as stated 

in (DBSCAN - Wikipedia, 2020). Based on the distance between the points and the 

minimum number of points in a dense zone, this unsupervised technique groups the points. 

Refer to the diagram below to understand how DBSCAN operates. The data points in the 

diagram below are represented by red dots, outliers by yellow dots, and noise by blue dots. 

The distance between any randomly selected red data point and the closest points is 

calculated. They will form a single cluster if the distance is within the predetermined 
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minimum distance (eps). The procedure is then repeated, taking into account the 

subsequent red data point.  

 
Figure 3 DBSCAN clustering process. (DBSCAN - Wikipedia, 2020) 

The acronym for Minimum Points required in a cluster is MinPts. This value is 4 in the 

diagram above. The number of dimensions in the dataset determines the optimal value of 

this statistic. MinPts = D – 1 if D is the number of dimensions in the dataset. This parameter 

has a minimum value of 3. 

 

Eps represents the distance between the data points, or epsilon. One could obtain this value 

by utilizing the so-called k-distance graph. The graph displays the distance in descending 

order of distance values plotted against MinPts -1 nearest neighbors. The graph's elbow 

appears at the ideal value of epsilon. This is the value selected. The only value for K in the 

k-distance graph is K = MinPts – 1. The minimum distance is in eps. A high number of 

clusters would arise from a very small value of Eps, and clusters would merge as a result 

of a big value, resulting in the majority of the points lying in the same cluster. Euclidean 

distance is the distance function employed in this study.  
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Additional important techniques for clustering include K-means Unsupervised Learning. 

The present study did not employ K-means clustering for the following reasons. Unlike K 

means, DBSCAN does not require the number of clusters to be specified. By employing 

DBSCAN unsupervised learning, clusters of any shape might be discovered. Unlike K 

means, the DBSCAN approach is unaffected by outliers. The DBSCAN application 

requires the fewest possible parameters. 

 

3.8.2 Transactions Classification using Machine Learning 

Machine learning encompasses a range of classification techniques, such as SVM, Random 

Forest, Decision Trees, Logistic Regression, and Extreme Gradient Boosting. The 

following facts served as the foundation for the classification selection model. The 

complexity of the dataset rises following the text to numeric conversion, which places 

restrictions on the application of logistic regression. Due to the sequential structure of the 

procedure, boosting will take longer to execute for large dimensionality and high volume 

datasets. The same is true for SVM; it would not be the optimal option for this research 

due to its high processing resource requirements. Compared to Random Forests, Decision 

Trees may produce biased and overfitting results. Random Forest is the machine learning 

method that was employed in this investigation. By using bagging to aggregate the decision 

tree results at the end, random forests generate objective findings. In comparison to the 

other techniques discussed, Random Forest runs decision tree models in parallel, which 

reduces computing complexity and improves performance through quick training. Because 

it splits at a node using a subset of features, it works well with high dimensionality data.  

How does this operate and what is Random Forest? From the (Yiu, 2019), this was 

understood. An ensemble method called Random Forest makes use of bagged decision tree 

models. A bootstrap aggregation is called bagging. By "bootstrap," we imply that data 

selection for each decision tree model would take into account a random sampling of data 

with replacement. The final result is produced by adding the outputs from all of the models. 

At each node, a random selection of features is used for splitting, and homogeneity 

measurements like entropy or the Gini Index are used to determine spitting. 
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3.8.3 Transactions Classification using Large Language Model 

A powerful artificial intelligence system known as a Large Language Model (LLM) trains 

on vast volumes of text data to understand and produce human language using deep 

learning techniques. These models, like GPT-4, are especially useful for a variety of 

language-related tasks, such as the classification of financial transactions, because they are 

made to capture complex linguistic patterns, context, and semantics. Within this 

framework, LLMs are able to examine transaction descriptions and group them into pre-

established types such as Transfer, Expense, Revenue, Liability, and Debt Service. For this 

objective, LLMs have a number of advantages over conventional Machine Learning (ML) 

models. Because LLMs are particularly good at reading context and nuances in text, they 

don't require as much feature engineering as ML models do. Additionally, they are more 

adaptable, able to handle a variety of tasks with little modification, and able to take 

advantage of transfer learning, which enables them to adjust to particular jobs with 

relatively less new data. However, there are significant disadvantages to classification with 

LLMs. These models are expensive and at times not feasible for real-time applications 

since they demand a lot of processing power. Additionally, LLMs operate as "black boxes," 

which means that it is difficult to understand how they make decisions. This presents 

problems in industries like finance where transparency is essential. Furthermore, when 

fine-tuned on smaller datasets, LLMs may overfit and sustain biases identified in the 

training data, raising questions regarding accuracy and fairness. It all depends on a 

thorough examination and evaluation of the potential and constraints of LLMs in NLP and 

Novel AI use case like this study. 

 

3.8.4 Evaluation 

 
This was a challenging section of the study because it is merely a proof of concept and 

there hasn't been much research done on the classification of bank transactions in the 

literature. There was no labeled data available. In this study, labels were created and 

manually checked. In this study, labels refer to the terms used to categorize the transactions. 
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This was required in order to generate different metrics. For instance, revenue depends on 

cash flow, which is dependent on a number of keywords or certain transaction categories, 

such as "Deposit," "Sales," and so on. The validation and assessment of this study was 

carried out using the following procedures. 

 

3.8.4.1 KEYWORDS VALIDATION 

To organize transactions into important categories, keywords were developed. Based on 

the previously described procedures, keywords were generated from data transactions via 

Natural Language Processing techniques such as count vectorizer, N-Grams, and TF-IDF 

scores. Following that, these keywords were manually examined using the Banking domain 

expertise relevant to SME financing. These keywords were compiled into a master sheet 

along with a further categorization and rating. After that, this document was consulted and 

utilized in the transaction classification process. A section later explains this complete 

sequence. 

 

3.8.4.2 TRANSACTION CLUSTERS VALIDATION 

The manual validation of transactions that were grouped using the DBSCAN process 

involves examining the descriptions of some of the transactions that belong to the same 

cluster. 

 

3.8.4.3 CLASSIFICATION VALIDATION FOR ML AND LLM MODELS 

This study used two approaches, which are discussed later in this chapter. Rule-based 

classification was employed in the first method, and machine learning/Large Language 

Model classification was used in the second. Using a classification algorithm, all of the 

transaction data was finally matched to the keywords. The output used in this study to carry 

out and record the results of the second technique was referred to as labelled classified 

data. Given that every keyword was examined and analyzed, machine learning might 

use this dataset in the future to categorize new SME lending transactions. 



82 
 

 

The first keyword match between the keywords in the transaction description and the 

corresponding keywords in the master keyword file was the basis for the rule-based 

classification that was employed. Because rules were incorporated into the program to 

categorize the transactions, the findings have been extremely accurate.  

In the second approach, the rule-based technique and the classification results from the 

machine learning method were compared in order to assess the effectiveness of the machine 

learning method and to determine areas for future modeling improvements.  

 

Accuracy was chosen for the machine learning classification method's performance 

evaluation for several reasons. After classification, the keywords were assigned to the 

validation set of data. The actual keywords in the categorized input dataset were compared 

with these expected keywords or classes. This comparison led to the creation of a confusion 

matrix, and since we were equally interested in each class, accuracy served as the best 

metric by indicating the percentage of keywords that were correctly allocated to the 

validation set of transactions. 

 

3.8.5 Model Implementation 

The entire dataset was cleaned up and EDA was performed. Data preparation was defined 

separately for each important procedure used in this investigation. Similarly, modelling or 

model implementation differed for four critical processes, as detailed below.  This research 

was separated into four modules: Keyword generation, Clustering and rule-based 

classification, Machine learning and Large Language Model classification and post-

classification. The model implementation in each of the four modules listed above is 

discussed later in this paper.  

3.9 Data Collection Procedures 

In order to enhance bank statements analyser for SME lending, PDF bank statements data 

used in the previous study (Mehta, 2020) is needed along with the transaction level data 

for India Lending Market for stress testing. The bank statement data utilized in this study 
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is described as follows, whether scanned or native PDFs, were to be analyzed to produce 

transaction-level data. Transaction level data must include transaction descriptions, kinds, 

account information, and amounts. The transaction date was required since it served as the 

foundation for calculating numerous metrics. The two main transaction kinds are credit and 

debit. It describes the nature of the financial transaction. Bank statements are very sensitive 

since they contain account-level information, customer personal data, and bank 

information. There were various obstacles in obtaining this secure data and anonymizing 

it for research (Mehta, 2020). According to this study, anonymizing the bank statement 

pdfs didn't function since after anonymization, the parser built to extract information from 

bank statements stopped functioning because the PDF attributes were altered by the 

anonymization procedure. 

 

In the study (Mehta, 2020), PDF bank statements were obtained from 3,300 small and 

medium-sized firms in the United States. The same data is reused in current study along 

with an additional similar data for India lending Market. The parser was designed to parse 

these bank statements and retrieve transaction-level data as well as account-level 

information in Excel format. It was simple to anonymize the excel file by inserting random 

values into important columns. The following columns are anonymized in the parsed data 

by assigning random values. For customer identification, a unique 6-digit random 

combination is employed to ensure anonymity. Except for the last four digits of the account 

number, all other digits are substituted with 'x' to ensure anonymity. The transaction 

description was left unchanged because it served as the foundation for the establishment of 

keywords for transaction categorization.  

 

In addition to this, for using large language models for the multi class classification several 

prompt templates are prepared defined in sections later as a part of data creation process. 

Transaction descriptions are used in prompt templates for classifying the transactions into 

the cash flow category. 
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3.10 Data Analysis 

This section describes the various components of data analysis phase of the study (Mehta, 

2020) and the same data analysis is also performed for current study for enhancing the bank 

statement analyser along with the stress testing with India Lending Market. 

 

3.10.1 Data Pre-processing 

Data pre-processing includes duplication removal, data type correction, missing value 

treatment, outlier treatment, normalization or standardization, categorical data encoding, 

and feature generation (feature engineering). 

 

The data used for this study was parsed from pdf bank statements, therefore it was rather 

clean and free of duplicates and missing numbers. Outliers in numeric categories such as 

quantity and running balance were not treated for this study since they would change the 

original data and give conflicting results. For each customer, metrics such as revenue, 

operational cost-profit, and others were generated, and they were heavily dependent on the 

amount fields. During data pre-processing, the Post Date column was converted to Date 

Time format so that it could be broken down to month and day levels for analysis. 

 

This study pays more attention to the pre-processing of the text data that was included in 

the dataset. The transaction description is a crucial component of the data that is used to 

generate keywords and classify transactions. Text pre-processing was accomplished using 

lexical analysis. While there are several approaches to text pre-processing in lexical 

analysis, we have employed some of them, as described below. First, transaction 

descriptions are changed to lowercase characters. if Transaction Statement = 

"MISCELLANEOUS FEE REVERSAL," then the result of converting to lowercase is 

"miscellaneous fee reversal." 

 

The most often used words in English are stop words, such as "is," "and," "this," etc. The 

English stop words were eliminated from the transaction description column. It was also 
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done to eliminate special characters and numerical data from the transaction description. 

NLP uses stemming and legitimization techniques to reduce terms such as "racing," 

"racer," and so on to their root word, "race." However, as the information comes from bank 

statements and includes a variety of financial terms along with acronyms and terminology 

related to finance, these procedures weren't applied.  

 

Tokenization was used to divide the text into individual words or tokens. The transaction 

description was divided into a list of words using white spaces. Tokenization was carried 

out since it helped in text analysis. For example -   

Transaction Statement: "reversal of miscellaneous fees"  

result of tokenization = ["miscellaneous", "fee", "reversal"]. 

 

This entire process as described above is repeated for current study as well for generating 

additional key words and using it for the enhancement of the bank statement analyser 

generated by the study (Mehta, 2020). 

 

3.10.2 Data Transformation 

There are numerous data transformation methods used in study (Mehta, 2020) and are also 

used in the current study for enhancing the result of the study (Mehta, 2020) along with the 

application of the large language models. This section only highlights those 

transformations that have been used in this study for reproducing a bank statement analyser 

for enhancement.  This study employed a number of techniques to convert the text in 

transaction descriptions into numerical form. The details for these techniques are listed 

below. The machine can comprehend numbers in the end, and different techniques were 

used to translate word tokens into numeric form for modeling purposes. These techniques 

essentially assign words probability or frequencies. Here are a few of the ones that were 

used in this study. 
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3.10.2.1 COUNT-VECTORIZER 

Tokenization is the process of extracting words from text, as stated in the study 

(Heilenreich, 2020). For usage in the machine learning technique, these words or tokens 

must be encoded as numbers; this process is known as vectorization or feature extraction. 

According to a study (Egesa, 2016), count-vectorizers extract words from text documents 

and create a vocabulary by storing words along with their frequency of occurrence in text 

documents. This process is known as tokenization. This vocabulary might then be used by 

count-vectorizer to encode new documents. The length of the encoded or output vector 

matches this vocabulary, and it contains a count that indicates how many times each word 

has appeared in a new text. Punctuation is removed and words are converted to lower case. 

 

3.10.2.2 TF-IDF SCORING  

According to the study, the TF-IDF score is calculated as the product of "TF," or word 

frequency, and "IDF," or inverse document frequency (Maklin, 2019). This is a significant 

metric that essentially determines a word's relative importance within the corpus. As a 

result, it checks the total number of documents that contain the word in addition to the 

number of times it appears in a document. It offers distinct terms in this manner, and those 

words would have high TF-IDF ratings. The number of times a term appears in a document 

divided by the total number of terms inside the document is called as term frequency. 

 

 
Figure 4 Term Frequency as defined in (Maklin, 2019) 

The number of documents where a term would have appeared is known as document 

frequency (df) for that word. The ratio of the total number of documents (N) to the 
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document frequency is known as the inverse document frequency, or idf. This would be 

high for terms that are uncommon.  

 
Figure 5 Inverse Document Frequency as described in (Maklin, 2019) 

"idf" stands for inverse document frequency in the formula above. "df" stands for document 

frequency, while "N" is the total number of documents. The term or word in question is 

"t." Consequently, 

 

TF-IDF score = tf * idf 

 

3.10.2.3 N-GRAMS METHOD 

The N-grams method was the next technique applied to text pre-processing. The n-gram 

approach outlined in Srinidhi (2019) would yield n-word sequences. The bi-gram approach, 

for our transaction description "monthly service fee deducts," for instance, would provide 

the following word sequences: "monthly service," "service fee," and "fee deducts."  

However, the 3-gram model would have produced the following results: ["monthly service 

fee", "service fee deducts"].  N-gram models essentially calculate the likelihood of the final 

word based on the preceding word's sequence. Because keywords for transaction 

classification might have a maximum of three words, such as "ATM DEPOSIT FEE," 

which sets it apart from all other types of deposits transactions and used in our research.  

 

3.10.3 Data Cleaning 

This part of the document includes the checks to verify the veracity of the data. Because 

the data used in this study came from bank statements with a high degree of authenticity, 

it was clean data. 
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3.10.3.1 DUPLICATES CHECK 

The dataset had no duplicates. Every row that represents a transaction is distinct. 

3.10.3.2 MISSING VALUES 

No missing data value was found for any of the fields present in the input dataset. 

3.10.3.3 OUTLIERS 

Outliers found for the amount and running balance fields were not treated as data was 

genuine and these fields were critical for generating output cash flow variables. If outliers 

in these numeric fields were treated, this would have generated inconsistent cash flow 

variables. 

 

3.10.4 Fixing Data Types 

Date column was converted to Date Time format. 

 

3.10.5 Exploratory Data Analysis 

The primary goal of this study was to analyze and derive cash flow variables after 

classification; hence, exploratory data analysis was used to develop a foundational 

understanding of the entire set of data. Data analysis was done, including bivariate and 

univariate data analysis. Developing a statistical understanding of a single variable, such 

as its variance, distribution, etc., is essentially the goal of univariate analysis. 

Understanding the relationship between two variables is performed via Bivariate analysis. 
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Figure 6 Number of Bank Accounts of Merchants 

Merchant ID’s 316728 & 321380 have bank accounts in 2 different banks and have higher 

number of bank accounts, 6 and 8 respectively. Merchant ID 318465 has 7 bank accounts 

within a single bank. ~70% of the merchants have either 1 or 2 bank accounts. 
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Figure 7 Number of Months of each Bank Account 

Many Merchants with a higher number of bank accounts, have some bank accounts which 

are not operated often and their data is available only for less than 3 months with really 

low number of transactions occurring in those accounts 

Majority of Merchants who submitted/have only one bank account is available for higher 

number of months and have decent number of transactions occurring in those accounts as 

well. 
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Figure 8 Analysis of Credits, Debits & Monthly Averages of Bank Accounts 

There are ~12 accounts which are dormant and have hardly 2 or 3 transactions taking place 

every month. All of these accounts are of Merchants who have submitted multiple bank 

statements and they do not transact frequently through these accounts like Merchant 

312745 has 5 bank accounts among which 3 are dormant and really few transactions are 

taking place through these accounts. 
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Figure 9 Analysis of Credits, Debits & Monthly Averages of Bank Accounts Part 2 

There are 11 accounts which are quite active and have high number of both debit and 

credit transactions taking place every month. Merchant 326062 submitted three accounts, 

2 of those accounts are quite active with bank account 14046 being the most used account 

among the two. The remaining account of the merchant is not used much and rarely 

transactions happen on that account. Merchant 330698 submitted only one account but its 

heavily transacted and monthly transactions amounts are almost 20 times the average 

transactions amounts for the rest of the merchants. 
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Figure 10 Merchant Level Analysis (1/2) 

Merchants submitting more than 4 bank accounts have a turnover (total credits) which is 

~1.5 times of the rest of the merchants. For such merchants we should carefully analyze 

the transactions which are taking place as there may be transfers within the bank’s 

accounts of one merchant. Merchant 321380 and 316728 have quite healthy profits in the 

bank account as total credits exceed total debits by 45k and 47k respectively. Merchant 

321536 is not in good condition as we see total credits are lower than total debits by 42K. 
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Figure 11 Merchant Level Analysis (2/2) 

Merchant 308148 and 325330 have really low annual turnover which is ~ 80K to 90K in 

their bank accounts leading to lower overall total profits. Merchant 330698 has an annual 

turnover of $1.1 Mn which is almost 13 times of the other merchants present in the data. 

 
Figure 12 Industry Level Analysis 
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Industries Accommodation, Retail and Construction have ~50% of the total merchants in 

the data. Industries Accommodation and Retail have lower turnover per merchant. Similar 

is also true for educational services but it has only one merchant Healthcare and Finance 

& Insurance have quite high turnover per merchant. 

 

 
Figure 13 Bank ID Level Analysis 

Bank IDs 8545 and 8544 have ~70% of the total transaction amount among all merchants. 

Bank ID 8545 has merchant 330698 which has a really high turnover. Bank IDs 8534 and 

8535 have a significant presence among the merchants, ~50% of merchants have at least 

one account with these banks. 
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Figure 14 Visualization of Relationship 

ID 316728 has total 6 accounts in 2 banks. Lead ID shows the Merchant, Bank ID 

represents the different banks in which merchant has accounts, bank account id is the 

account held by the merchant within that bank and account number is the account 

associated with that account id. This relationship is possible for all merchants but ID 

321146 where the merchant has two bank account IDs within a bank but only one account 

number mapping for those ID’s. Hence the one-to-one relationship between account ID 

and account number does not hold for that merchant. 

 

 
Figure 15 Top 5 Deposits of Merchants 
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ID 314036: There is a loan granted by Kabbage in the recent history indicating higher risk 

as more debt is taken in the recent months. 

 

 
Figure 16 Top 5 Deposits of Merchants part 2 

ID 330698: There is a loan granted by Kabbage in April 2016 indicating higher risk as 

more debt is taken in the recent months. 

 

 
Figure 17 Number of Days between Withdrawals 

We should look at number of days between credit transactions as well since it suggests the 

frequency in which the money is coming in the account and both these metrics in 
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conjunction can provide healthy information about the money churning in the account of 

the merchant. 

The lower the number of days between withdrawals suggests that the merchant is paying 

its suppliers quite frequently. The highlighted merchants are making prompt payments to 

suppliers and have healthy cash flows in their business. 

 

 
Figure 18 Covariance Analysis 

COV would help us to analyze the stability of the daily balances irrespective of the business 

size, lower the value of COV more stable are the daily balances of the merchants. The 

highlighted merchant ID’s (left table) have a COV greater than 100 which means that their 

daily balances are varying a lot and are not that stable in nature 

The merchant ID’s with COV between 50 to 100 have relatively stable daily balances. 

There are 2 merchant ID’s (right table) with negative balances, their daily balances are also 

shifting a lot and not stable. 
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Figure 19 Cluster of similar transactions 

Above figure identified the group of similar transactions in our data. 
 
3.11 Research Design Limitations 

Several restrictions were discovered during the course of this research study. The primary 

topic of this study was so broad that creating a complete list of transaction keywords could 

have taken a year due to the SME knowledge required for the understanding of the 

keywords. Keywords were produced using text mining techniques. Keywords were 1-, 2-, 

and 3-gram word tokens retrieved from transaction descriptions, and verified using 

extensive knowledge of lending.  

 

There was nothing significant found in the literature similar to the subject of this study, 

therefore almost everything in this study was done from scratch, which took a large amount 

of time. A thorough literature study was conducted on areas related to this research. 

Another drawback was that transaction descriptions did not use simple English and 

contained various finance and banking-related terminology and acronyms. Text pre-

processing was not an easy or straightforward process. It was discovered that machine 
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learning models along with enhanced keywords list with such complicated data produced 

standard outcomes (83.56% accuracy) when compared to the rule-based engine. However, 

when the same model applied to unseen Market like India for stress testing, it was found 

that the accuracy significantly dropped to 66.72% indicating that the keywords applicable 

to the US Market could not be applied directly to the India Market. It means that for India 

market substantial data would be needed to generate new set of keywords, later these could 

be merged with the overall keywords master data sheet for generalization or the generic 

model. Large Language Models are also explored for performing the transactions 

classification. The methodologies employed in this study, as well as the findings, are 

particular to small and medium-sized firms in the United States and India Lending Markets.  

 

The results acquired are determined by the quantity of the input data; if larger datasets were 

utilized, an exhaustive list of keywords would be generated. Machine learning models' 

performance should have improved in this situation, given that the training dataset was 

significantly larger than the one utilized in this study. Finally, the raw data lacked labels 

and classes, hence the main task in this study was to enhance these classes. It would have 

been ideal if keywords or classes had already been assigned to the transactions so that 

different supervised machine learning methods along with Generative AI LLM 

Models could have been tested and the relative performance of these models could have 

been measured in order to add more value to the study. 

 

3.12 Conclusion 

This chapter covered data requirements, data extraction, and related problems. This portion 

covered data pre-processing for this study, as well as other text data transformation 

strategies. Two approaches to this study were described in detail, along with logical flow 

diagrams. This chapter additionally discusses in depth on methods and evaluation criteria. 

The tools and technology necessary to carry out this research were highlighted. Two 

approaches were used. One of them devised keywords, which were then used to classify 

transactions. In the other technique, we took categorized data and used a random forest 
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algorithm and large language model to do multi-class classification. At the end model is 

used with unseen data from different geography i.e. India Lending Market and performance 

recorded. Learnings are elaborated and improvements are recommended in later sections 

following this part of the study. Both methodologies were assessed separately, and in 

the post-classification process, important indicators were obtained. The Bank statement 

analyzer produced these indicators that helps underwriters to make credit decisions for 

SME loans. 

 

When compared to the rule-based engine, machine learning models combined with an 

improved keywords list produced standard results (83.56% accuracy) with such complex 

data. However, when the same model was applied to an unknown market such as India for 

stress testing, the accuracy dropped significantly to 66.72%, demonstrating that keywords 

appropriate to the US market could not be applied straight to the India market. It indicates 

that for the India market, a large amount of data would be required to develop a new set of 

keywords, which could then be combined with the overall keywords master data sheet for 

generalization or the generic model. Large Language Models are also explored to perform 

transaction classification. Large Language Model were used with extensive prompt 

engineering which is a separate field in itself and it was found that LLM could perform 

much better as compared to Machine Learning Model as data is textual and it depends 

entirely on prompting strategy. However, LLM API model could be developed in future 

study to produce the classification of high dimensional complex data for producing an 

overall classification of entire dataset of transactions.  
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CHAPTER IV:  

RESULTS 

4.1 Research Question One 

The first research question as described in detail in chapter 1 & 3, was - To enhance the 

list of keywords used by the study (Mehta, 2020) for categorizing banking transactions of 

small and medium enterprises in the United States. 

 
4.1.1 Keywords Generation Process 

The keyword creation process is the same as that used in the study (Mehta, 2020), which 

was used to produce keywords that would subsequently be utilized in the classification of 

banking transactions for small and medium-sized firms in the United States. Initially, the 

entire dataset was divided into two sets based on transaction type: credit or debit. Following 

pre-processing, transaction descriptions for credit and debit datasets were sent to the count 

vectorizer. This operation performed tokenization; n-grams (n = 1, 2, and 3) tokens were 

generated as a result of count vectorization, along with their frequencies of occurrence in 

the transaction description column. The results of debit and credit-related keywords were 

sorted in descending order of frequency and then combined to create a consolidated list of 

all keywords from transaction descriptions.  

  

Keywords generated using the Text Mining method must be confirmed. Furthermore, these 

keywords were assigned to classes (First Level Classification), categories (Second Level 

Classification), and groups (High Level Classification). Based on lending domain 

experience and consultation with multiple underwriters, this list was reduced and refined 

to 1603 keywords in the study (Mehta, 2020); however, in the current study, this list has 

been increased to 3000. This is a comprehensive feature design initiative, and in order to 

improve the performance of the classification model developed by the study (Mehta, 2020), 

3000 keywords were understood, verified, and mapped to higher levels of grouping.  
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The sample of keywords generated during the new study are placed below for reference 

and understanding. Each keyword is categorized into first, second and third or final level.  

 

# Keyword First Level Second Level Third Level Type 

1 HOUSE LEASE Loans Debt Accrual Liability CREDIT 

2 FEDWIRE CREDIT Transfers 
Inter-Account 

Transfers 
Transfer CREDIT 

3 FLOORPLAN Loans Debt Accrual Liability CREDIT 

4 BMW 
Automotive 

Repair/Maintenance 

Automobile 

Supplies/Services 

Revenues 

Revenue CREDIT 

5 
BANKCARD 

SETTLEMENT 
Trade Payments Trade Payments Expenditure DEBIT 

6 
BANKCARD 

SETTLEMENT 
Trade Revenue Trade Revenue Revenue CREDIT 

7 BOB EVANS Restaurants/Dining 
Foodservice 

Payments 
Expenditure DEBIT 

8 
CHASE HOME 

LOAN 
Loans Mortgage Liability DEBIT 

9 
UTILITY BILL 

PAYMENT 
Utilities Utility Payments Expenditure DEBIT 

10 IRS REFUND Taxation Tax Refund Income CREDIT 
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# Keyword First Level Second Level Third Level Type 

11 
DIRECT DEPOSIT 

PAYROLL 
Income Salary 

Employment 

Income 
CREDIT 

12 CAR PAYMENT Loans Auto Loan Liability DEBIT 

13 
ONLINE 

SHOPPING 
Retail E-commerce Expenditure DEBIT 

14 GAS STATION Transportation Fuel Expenditure DEBIT 

15 GROCERY STORE Retail Grocery Expenditure DEBIT 

16 PHONE BILL Utilities 
Telecom 

Payments 
Expenditure DEBIT 

17 
CREDIT CARD 

PAYMENT 
Debt Repayment 

Credit Card 

Payment 
Expenditure DEBIT 

18 RENT PAYMENT Housing Rent Expenditure DEBIT 

19 
HEALTH 

INSURANCE 
Insurance 

Health Insurance 

Premiums 
Expenditure DEBIT 

20 
DIVIDEND 

CREDIT 
Investments Dividend Income Income CREDIT 

21 CAR INSURANCE Insurance 
Auto Insurance 

Premiums 
Expenditure DEBIT 

22 
ATM 

WITHDRAWAL 
Cash Management 

ATM 

Withdrawal 
Expenditure DEBIT 

23 ATM DEPOSIT Cash Management ATM Deposit Income CREDIT 
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# Keyword First Level Second Level Third Level Type 

24 
MORTGAGE 

PAYMENT 
Loans Mortgage Liability DEBIT 

25 
STOCK 

PURCHASE 
Investments Stock Purchase Expenditure DEBIT 

26 STOCK SALE Investments Stock Sale Income CREDIT 

27 
BUSINESS 

EXPENSE 
Business Expenses 

Operational 

Costs 
Expenditure DEBIT 

28 
LOAN 

DISBURSEMENT 
Loans 

Loan 

Disbursement 
Income CREDIT 

29 TAX PAYMENT Taxation Tax Payment Expenditure DEBIT 

30 
CASHBACK 

REWARD 
Rewards Cashback Income CREDIT 

31 SERVICE FEE Fees Service Charges Expenditure DEBIT 

32 
SAVINGS 

INTEREST 
Savings Interest Income Income CREDIT 

33 
WAGE 

GARNISHMENT 
Employment 

Wage 

Garnishment 
Expenditure DEBIT 

34 UTILITY REBATE Utilities Utility Refund Income CREDIT 

35 
LOAN 

REPAYMENT 
Loans Loan Repayment Liability DEBIT 

36 
SCHOLARSHIP 

CREDIT 
Education Scholarship Income CREDIT 



106 
 

# Keyword First Level Second Level Third Level Type 

37 
STUDENT LOAN 

PAYMENT 
Loans Student Loan Liability DEBIT 

38 
CHARITY 

DONATION 
Donations Charity Expenditure DEBIT 

39 MEDICAL BILL Healthcare 
Medical 

Expenses 
Expenditure DEBIT 

40 
HEALTHCARE 

REIMBURSEMENT 
Healthcare 

Insurance 

Reimbursement 
Income CREDIT 

41 TRADE INCOME Trade Revenue Sales Income CREDIT 

42 TRADE EXPENSE Trade Payments Purchase Costs Expenditure DEBIT 

43 PROFIT SHARE Investments 
Profit 

Distribution 
Income CREDIT 

44 TIPS RECEIVED Employment Tips Income CREDIT 

45 RENTAL INCOME Real Estate Rental Income Income CREDIT 

46 
RENTAL 

PAYMENT 
Real Estate Rental Payment Expenditure DEBIT 

47 
PENSION 

PAYMENT 
Retirement Pension Income CREDIT 

48 
ALIMONY 

PAYMENT 
Legal Obligations Alimony Expenditure DEBIT 

49 CHILD SUPPORT Legal Obligations Child Support Expenditure DEBIT 
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# Keyword First Level Second Level Third Level Type 

50 
GOVERNMENT 

BENEFIT 

Government 

Assistance 
Benefits Income CREDIT 

51 
ONLINE 

TRANSFER 
Transfers Online Transfer Transfer DEBIT 

52 MOBILE DEPOSIT Deposits Mobile Deposit Income CREDIT 

53 
WIRE TRANSFER 

IN 
Transfers Incoming Wire Income CREDIT 

54 
WIRE TRANSFER 

OUT 
Transfers Outgoing Wire Transfer DEBIT 

55 
INSURANCE 

CLAIM 
Insurance Claim Payout Income CREDIT 

56 
INSURANCE 

PREMIUM 
Insurance 

Premium 

Payment 
Expenditure DEBIT 

57 HOTEL STAY Travel Accommodation Expenditure DEBIT 

58 AIRLINE TICKET Travel Airfare Expenditure DEBIT 

59 CAR RENTAL Transportation Car Rental Expenditure DEBIT 

60 
MEAL 

REIMBURSEMENT 
Travel Reimbursement Income CREDIT 

61 
LOST ITEM 

REFUND 
Retail Refund Income CREDIT 

62 BOOK PURCHASE Retail Bookstore Expenditure DEBIT 
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# Keyword First Level Second Level Third Level Type 

63 TECH SUPPORT Services 
Technical 

Support 
Expenditure DEBIT 

64 
REFUND 

RECEIVED 
Refunds Retail Refund Income CREDIT 

65 OVERDRAFT FEE Fees Overdraft Expenditure DEBIT 

66 
CREDIT LIMIT 

INCREASE 
Loans Credit Line Income CREDIT 

67 
CREDIT LIMIT 

DECREASE 
Loans Credit Line Expenditure DEBIT 

68 GAS BILL Utilities Gas Payment Expenditure DEBIT 

69 WATER BILL Utilities Water Payment Expenditure DEBIT 

70 LEGAL FEES Legal Expenses Attorney Fees Expenditure DEBIT 

71 
INVESTMENT 

INCOME 
Investments Interest Income CREDIT 

72 
TRAVEL 

EXPENSE 
Travel Travel Costs Expenditure DEBIT 

73 
FUEL 

REIMBURSEMENT 
Transportation 

Fuel 

Reimbursement 
Income CREDIT 

74 UNPAID ITEM Banking Returned Check Liability DEBIT 

75 
FOREIGN 

EXCHANGE FEE 
Fees 

Currency 

Exchange 
Expenditure DEBIT 
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# Keyword First Level Second Level Third Level Type 

76 
REMITTANCE 

RECEIVED 
Transfers Remittance Income CREDIT 

77 
REMITTANCE 

SENT 
Transfers Remittance Transfer DEBIT 

78 MEMBERSHIP FEE Services Membership Expenditure DEBIT 

79 
ENTERTAINMENT 

EXPENSE 
Entertainment 

Recreational 

Spending 
Expenditure DEBIT 

80 
ROYALTY 

PAYMENT 

Intellectual 

Property 
Royalties Income CREDIT 

81 
FREELANCE 

PAYMENT 
Employment Freelance Income CREDIT 

82 
SUBSCRIPTION 

FEE 
Services Subscription Expenditure DEBIT 

83 

SOCIAL 

SECURITY 

INCOME 

Government 

Benefits 
Social Security Income CREDIT 

84 STUDENT GRANT Education Grants Income CREDIT 

85 
FOREIGN 

TRANSFER 
Transfers 

International 

Transfer 
Transfer DEBIT 

86 
MOBILE 

PAYMENT 
Transfers Mobile Payment Transfer DEBIT 
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# Keyword First Level Second Level Third Level Type 

87 
CASH 

WITHDRAWAL 
Cash Management Withdrawal Expenditure DEBIT 

88 
MERCHANT 

PAYMENT 
Trade Payments Vendor Payment Expenditure DEBIT 

89 
MERCHANT 

CREDIT 
Trade Revenue Vendor Credit Income CREDIT 

90 
EDUCATION 

EXPENSE 
Education Tuition Expenditure DEBIT 

91 
REWARDS 

POINTS 
Rewards Points Earned Income CREDIT 

92 BONUS PAYMENT Employment Bonus Income CREDIT 

93 
TUITION 

PAYMENT 
Education Tuition Expenditure DEBIT 

94 
PRODUCT 

RETURN REFUND 
Retail Refund Income CREDIT 

95 
CASH BACK 

REWARDS 
Rewards Cashback Income CREDIT 

96 RENTAL DEPOSIT Real Estate Security Deposit Income CREDIT 

97 
RENTAL DEPOSIT 

REFUND 
Real Estate 

Security Deposit 

Refund 
Income CREDIT 

98 
CREDIT 

REVERSAL 
Banking 

Payment 

Reversal 
Income CREDIT 
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# Keyword First Level Second Level Third Level Type 

99 DEBIT REVERSAL Banking 
Payment 

Reversal 
Expenditure DEBIT 

100 MONEY ORDER Banking 
Money Order 

Purchase 
Expenditure DEBIT 

 

Figure 20 Sample Keyword List 

There were 45 level 2 categories to which 74 level 1 categories were mapped to. For 

example – Money order of category 1 “Banking” is mapped to category level 2 “Money 

Order Purchase” and finally to the Expenditure category. There is final 5 categories based 

on which the cash flow variables were generated. These are Revenue, Expenditure, 

Transfers, Debt Service and Liabilities. The list of 3000 keywords produced and used for 

classification as a part of this study is attached in the appendix for the reference. 

 
4.1.2 Keywords validations 

This research produced keywords, which are 1,2, and 3 grams of word tokens present in 

the parsed transaction descriptions. Keywords that appeared frequently were considered, 

and the total number was enhanced to 3000. These 3000 keywords were validated by 

underwriters and key lending subject matter specialists. These 3000 keywords were also 

assigned to classes and groups and entered into a keywords file. 

 

4.2 Research Question Two 

To enhance the performance of the machine learning model, build in the study (Mehta, 

2020) for categorizing banking transactions of small and medium enterprises in the United 

States. 
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4.2.1 Machine Learning Classification 

Random Forest Classifier was built and model was created from processed training data of 

70,000 banking transactions. Default parameters were used except the number of trees. The 

number of trees was set to 450. Entropy was used as a method for splitting on the node. 

The input data is labelled using clustering and rule-based classification. DBSCAN is used 

the clustering mechanism for grouping similar transactions and rule-based engine is used 

to assign the label to each transaction using the keywords. This process is same as what 

explained in the study (Mehta, 2020). The model used is also same as what was used in the 

study (Mehta, 2020) but the list of keywords is different and more i.e. 3000 as compared 

to 1603 used in the study (Mehta, 2020). The accuracy of the classification achieved in the 

model developed in the study (Mehta, 2020) was 73.62% whereas the accuracy has been 

increased to 83.56% by just doubling the number of keywords pertaining to the banking 

transactions. 

 

4.2.2 Machine Learning based classification Evaluation 

The Random Forest model was run using 30% test data (30,000 banking transactions), and 

the model-assigned or predicted keywords were compared to the actual keywords. Thus, 

accuracy was the measure utilized to evaluate the model, and the accuracy reached after 

running the random forest model was 83.56%. The post-classification module was simply 

a calculation module for various cash flow variables. The derived variables for nine clients 

were manually examined and verified with formulas.  

 

4.3 Research Question Three 

The third research question in this study was “To perform the classification of banking 

transactions of SME into the above identified categories using novel AI that includes Large 

Language Models.” 
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4.3.1 LLM Classification Results 

Large Language Models (LLMs) such as ChatGPT or those accessible via native APIs are 

effective tools for multi-class classification tasks. These models are pre-trained on massive 

volumes of text data, allowing them to comprehend and produce human-like language. For 

example, given an input phrase (such as a transaction description), a prompt can be created 

that instructs the model to select the most appropriate category from a predefined list of 

alternatives. Using its grasp of language and context, the model may then construct the 

category that best matches the input.  

 
Prompt engineering is critical for successfully using LLMs for multi-class classification. 

Prompt engineering is the process of designing input prompts in such a way that the model's 

output is as accurate as possible. For example, to promote accurate categorization, prompts 

could include precise instructions, contextual examples, or a clear structure that directs the 

model to the correct response. In multi-class classification, well-designed prompts can 

assist the model in distinguishing between similar categories and producing consistent 

results. This approach is especially crucial because LLMs are very sensitive to the wording 

and structure of the prompts they get. 

 
Using LLMs for multi-class classification has various advantages over conventional 

machine learning models such as Random Forests. One of the primary advantages is LLMs' 

ability to generalize across multiple tasks without requiring considerable retraining. While 

classic models, like as Random Forests, require structured input data and frequently a large 

number of labeled examples for training, LLMs can do zero-shot or few-shot learning, 

which allows them to classify new cases with little to no extra training. Furthermore, LLMs 

grasp language context and nuances, resulting in more accurate and contextually 

appropriate classifications, particularly in case of the complex data. In contrast, models 

such as Random Forests may struggle with tasks requiring significant semantic 

understanding in the absence of extensive feature engineering. Furthermore, LLMs are a 

more flexible and scalable solution since they can be easily transformed to new tasks by 

simply changing the prompts, whereas traditional models require retraining or fine-tuning 
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to respond to new data. Because of these reasons, it was worth exploring the LLM for this 

study. Next sub section will describe the results of using LLM model for this study to 

classify the banking transactions. 

 

4.3.1.1 PROMPT TEMPLATES AND LLM RESPONSES 

To classify the banking transaction descriptions into the categories of Revenue, Debt 

Service, Liability, Transfers, and Expenditure, we can create a variety of prompt templates. 

These templates are designed to guide the model toward accurately categorizing the 

transactions based on the information provided. Below are several different prompt designs 

used in this study to achieve this goal. 

 

Direct Classification Prompt: 

Classify the following banking transaction into one of the categories: Revenue, Debt 

Service, Liability, Transfers, or Expenditure. Transaction description: “ATM CASH 

DEPOSIT ON 11/30 10 CHESTNUT AVE SO. SAN FRAN CA XXX8084 ATM ID 

0509A CARD 9367”. 

LLM Response – 

The transaction description "ATM CASH DEPOSIT ON 11/30 10 CHESTNUT AVE SO. 

SAN FRAN CA XXX8084 ATM ID 0509A CARD 9367" would be classified as Revenue. 

This classification is based on the nature of the transaction, which involves a cash deposit 

into an account. And this is the correct classification based on the rule-based engine and 

SME knowledge. 

 

Contextual Understanding Prompt: 

Based on the context of typical banking transactions, categorize the following description 

into Revenue, Debt Service, Liability, Transfers, or Expenditure: “CREDIT FOR 

MERCHANT BNKCD DEPOSIT CO REF- xxxxxxxx2883”. 

LLM Response - The transaction description "CREDIT FOR MERCHANT BNKCD 

DEPOSIT CO REF- xxxxxxxx2883" would be categorized as Revenue. 
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This classification is based on the context that the credit for a merchant deposit typically 

represents income received, which falls under the Revenue category. And this is the correct 

classification based on the rule-based engine and SME knowledge. 

 

Role-Based Prompt: 

As a banking expert, determine the correct category for this banking transaction 

description. Choose from Revenue, Debt Service, Liability, Transfers, or Expenditure. 

Transaction: “EMI DEBIT EBF PARTNERS LLC xxxxxxxxxxx9279”. 

LLM Response to above is – 

The transaction description "EMI DEBIT EBF PARTNERS LLC xxxxxxxxxxx9279" 

would be categorized as Debt Service. 

This classification is based on the fact that an EMI (Equated Monthly Installment) debit 

typically represents a regular payment toward a loan or debt, which is a characteristic of 

Debt Service. And this is the correct classification based on the rule-based engine and SME 

knowledge. 

 

Instructional Prompt: 

Please categorize the following transaction into the most appropriate category: Revenue, 

Debt Service, Liability, Transfers, or Expenditure. The transaction is described as: 

“PURCHASE AUTHORIZED ON 01/19 SHELL Service Station SCOTTSDALE AZ 

Pxxxxxxxxxxxxx3556 CARD 8420”. 

LLM Response – 

The transaction description "PURCHASE AUTHORIZED ON 01/19 SHELL Service 

Station SCOTTSDALE AZ Pxxxxxxxxxxxxx3556 CARD 8420" would be categorized as 

Expenditure. 

This classification is based on the fact that a purchase at a service station typically involves 

spending money, which falls under the Expenditure category. And this is the correct 

classification based on the rule-based engine and SME knowledge. 
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Scenario-Based Prompt: 

Imagine you are reviewing a list of transactions for credit decisioning. How would you 

classify the following transaction? Choose between Revenue, Debt Service, Liability, 

Transfers, or Expenditure: “Payment from loanagency1 Data Services”. 

LLM Response – 

In the context of reviewing transactions for credit decisioning, the transaction description 

"Payment from loanagency1 Data Services" would be classified as Revenue. 

This is because a payment from a loan agency typically represents income received, which 

falls under the Revenue category. Interestingly LLM model used the context knowledge 

and determined the category correctly as this is the payment received from loan agency 

whereas the ML model classified this into Liability based on the keyword “Loanagency”. 

 

Example-Based Prompt: 

Consider the transaction description below. Based on your understanding of similar 

transactions, classify it as either Revenue, Debt Service, Liability, Transfers, or 

Expenditure: “MONEY TRANSFER AUTHORIZED ON 07/31 FROM Uber Uber CA 

PXXXXXXXXXXXXX7555 CARD 8749”. 

LLM Response - The transaction description "MONEY TRANSFER AUTHORIZED ON 

07/31 FROM Uber Uber CA PXXXXXXXXXXXXX7555 CARD 8749" would be 

classified as Transfers. 

This classification is based on the fact that it involves a transfer of money between 

accounts, which fits the Transfers category. And this is the correct classification based on 

the rule-based engine and SME knowledge. 

 

Comparative Analysis Prompt: 

Given the banking transaction below, how would you classify it in comparison to other 

transactions. Choose the best fit from Revenue, Debt Service, Liability, Transfers, or 

Expenditure. Transaction: “Withdraw from Credit Card” 

LLM Response – 
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The transaction description "Withdraw from Credit Card" would be classified as Debt 

Service. 

This classification is based on the fact that withdrawing from a credit card typically 

involves accessing credit and thus implies a potential obligation to repay, which aligns with 

the Debt Service category. 

 

When the same prompt used again the output received was different and also correct – 

The transaction “Withdraw from Credit Card” would best fit into the Liability category. 

This is because withdrawing from a credit card increases the amount owed on the credit 

card, which represents a liability for the account holder. However, the ML classification 

model based on the keywords has marked this transaction as Revenue which is off course 

an incorrect decision as this is a withdraw from the credit card and not from the account. 

 

Analytical Prompt: 

Analyze the following transaction description and categorize it into one of the following: 

Revenue, Debt Service, Liability, Transfers, or Expenditure. Description: “Funding 

Transfer Credit FROM ...9165” 

LLM Response – 

The transaction description "Funding Transfer Credit FROM ...9165" would be classified 

as Transfers. 

This classification is based on the fact that the description indicates a credit related to a 

transfer of funds, which falls under the Transfers category. 

 

When the same prompt used again the output received was the same but the description 

was bit more elaborated. 

The transaction described as “Funding Transfer Credit FROM ...9165” would best fit into 

the Transfers category. 

This is because the description indicates that funds are being transferred from one account 

(ending in 9165) to another, which typically represents an internal movement of funds 
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rather than an expense, revenue, or liability. On the other hand the actual output was 

Liability because the transfer is related to the credit from an account. 

 

 

Categorization Challenge Prompt: 

You have a challenging task to categorize various banking transactions. For the transaction 

described below, what category would you assign? Options: Revenue, Debt Service, 

Liability, Transfers, or Expenditure. Transaction:” Tfr from ****2611 to ****6927 House 

Budget Funding” 

LLM Response – 

The transaction description "Tfr from ****2611 to ****6927 House Budget Funding" 

would be classified as Transfers. 

This classification is based on the fact that "Tfr" (transfer) indicates the movement of funds 

between accounts, which fits the Transfers category. However the ML classification model 

trained on keywords classified this transaction as Liability because of the appearance of 

the keyword called Funding. The actual output should be a transfer because even though 

this transaction is related to the House Budget Funding but it is being transferred from one 

account to another. 

 

Financial Reporting Prompt: 

For the purpose of accurate financial reporting, classify the following transaction into one 

of these categories: Revenue, Debt Service, Liability, Transfers, or Expenditure. 

Description: “FORTE - FUNDING ACH-X617-C458B” 

LLM Response -  

The transaction description "FORTE - FUNDING ACH-X617-C458B" would be classified 

as Transfers. 

This classification is based on the term "FUNDING ACH" which typically refers to an 

Automated Clearing House (ACH) transfer, indicating the movement of funds between 

accounts. When the same prompt is used again the output received was different but 
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accurate - The transaction description "FORTE - FUNDING ACH-X617-C458B" suggests 

that it involves the receipt of funds, possibly through an Automated Clearing House (ACH) 

transfer. Since this appears to be incoming funds, the appropriate category for this 

transaction would likely be Revenue. 

 

Prompt with Examples: 

Here’s a transaction description. Given examples of similar transactions, classify this one 

into the appropriate category (Revenue, Debt Service, Liability, Transfers, or Expenditure): 

“Chase Acct Collections XXX-XXX-0433”. 

Few Shot Examples -  

Transaction “FORTE - FUNDING ACH-X617-C458B” is classified as Transfers. 

Transaction “CAPITAL ONE CRCARDPMT xxxxxxxxxxx7017 9xxxxx1285MURTHY 

KRISH” is classified as Debt Service. 

LLM Response – 

The transaction description "Chase Acct Collections XXX-XXX-0433" would be classified 

as Liability. 

This classification is based on the context of "Collections," which typically involves the 

collection of overdue amounts, indicating an outstanding obligation or liability related to 

the account. This is the correct outcome. 

 

Decision-Making Prompt: 

Make a decision on the following transaction description. Into which category does it fall? 

Choose from Revenue, Debt Service, Liability, Transfers, or Expenditure:” AMERICAN 

EXPRESS COLLECTION XXXXXX1567 CCD ID: XXXXXX2250”. 

LLM Response – 

he transaction description "AMERICAN EXPRESS COLLECTION XXXXXX1567 CCD 

ID: XXXXXX2250" would be classified as Debt Service. 

This classification is based on the term "COLLECTION," which suggests a payment 

related to settling a debt or credit card obligation, aligning with the Debt Service category. 
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The transaction described as "AMERICAN EXPRESS COLLECTION XXXXXX1567 

CCD ID: XXXXXX2250" appears to be related to the payment of a credit card bill or a 

collection on a credit card account. Given that this involves paying off a debt or a liability 

associated with a credit card, the appropriate category for this transaction would be Debt 

Service. The same transaction was classified as ‘Liability’ by the ML model which is a 

correct outcome. 

 

Clarification Prompt: 

To ensure clarity in credit decisioning process within the bank, categorize this transaction. 

Options: Revenue, Debt Service, Liability, Transfers, or Expenditure. Transaction: 

“CAPITAL ONE CRCARDPMT xxxxxxxxxxx7017 9xxxxx1285MURTHY KRISH”. 

LLM Response – 

The transaction description "CAPITAL ONE CRCARDPMT xxxxxxxxxxx7017 

9xxxxx1285MURTHY KRISH" would be classified as Debt Service. 

This classification is based on "CRCARDPMT," which suggests a payment related to a 

credit card, indicating a debt repayment, which falls under Debt Service. This is a correct 

outcome. 

 

Task-Oriented Prompt: 

You have been given the task to classify various banking transactions. For the following 

transaction, select the correct category: Revenue, Debt Service, Liability, Transfers, or 

Expenditure. Description: “Wire Transfer Fee”, “Cheque xxxxxxx2315”, “Overdraft 

Protection Transfer Fee”. 

LLM Response – 

Here's the classification for each of the provided transactions: 

Wire Transfer Fee – Transfers. This is a fee related to the processing of a wire transfer, 

which involves moving funds between accounts. 

Cheque xxxxxxx2315 – Transfers. This entry likely refers to a cheque that has been 

processed, representing a movement of funds between accounts. 
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Overdraft Protection Transfer Fee – Transfers. This fee is related to transferring funds to 

cover an overdraft, which involves moving funds to prevent an account from going 

negative. 

 

Another time the same prompt was used and the different output is received which is 

correct also. This is because of the indeterministic nature of the generative AI –  

The correct category for this transaction would be Expenditure. 

This is because fees such as "Wire Transfer Fee" and "Overdraft Protection Transfer Fee" 

represent costs incurred by the account holder, and "Cheque xxxxxxx2315" likely refers to 

a payment, which also falls under expenditure.  

Based on the rule-based classification or SME review expenditure is the correct category 

for the above transactions as these are the expenses incurred by the SME consumer. 

 

The sample of 10,000 banking transactions descriptions are considered for the 

classification using the LLM model due to the token limit associated with the LLM and 

time constraint. Out of 10,000 banking transactions 8129 transactions are correctly 

classified using LLM which clearly indicates that LLM is a good option for transactions 

classification that has required no training on the dataset. However, the missed 

classifications are again provided to the LLM and out of 1,871 missed classifications or 

incorrect classifications, 391 are classified into the correct category, this behavior is due to 

the non-deterministic nature of the generative AI. After clubbing the right classifications 

together – 8129 + 391 = 8520 transactions were classified correctly which is definitely a 

good indicator of the performance of the LLM Models.  Thus, at the end we could say that 

the performance achieved with the LLM model was 85.20% after few shots learning. 
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The final template used for the prompting LLM is placed below for the reference –  

 

Persona – The role that LLM has to assume 

Instructions - The instructions described for LLM to perform 

To do and not to do guidance – what is expected from the LLM is indicated here 

Data Context – The data to be referred is placed here 

Few Shot Examples – the examples to be referred during classification are placed here 

 

The detailed template for one of the banking transactions is placed below –  

Assume you are an analyst working in a bank and your job is to categorize the various 

banking transactions into the below categories –  

 

Revenue - Revenue is the total amount of income earned by a small and medium 

enterprise through its business activities or operations. This comprises sales of goods and 

services, interest, dividends, commission on services provided, interests on investments 

and any other type of revenue. 

 

Expenditure - Expenditure is the spending or outflow of funds by a small and medium 

enterprise. It is the entire amount spent on purchasing goods and services, paying 

personnel, shopping, paying taxes, paying commissions, fees and fulfilling obligations. 

 

Debt service - Debt service is the cash required to cover the repayment of a debt's interest 

and principal over a specific time period. This covers payments on loans, bonds, and other 

types of borrowed funds. 

 

Liability - Liability refers to a small and medium enterprises legal financial commitments 

or responsibilities incurred throughout the course of commercial activities. Liabilities are 

resolved over time by transferring economic rewards like money, products, or services. 
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Transfers - Transfers are the movements of funds from one account to another within the 

same organization or between separate organizations.  Transfers could occur between 

different accounts of same or different customers. 

 

You are instructed to use context knowledge of financial services domain including the 

information given above for the various classification categories. 

 

Transactions descriptions to be classified are placed below for the reference –  

MONTHLY SERVICE FEE Monthly Service Fee Summary open dialog 

Wire Transfer Fee 

External transfer fee - Next Day - 04/03/2018 Confirmation: xxxxx1512 

ATM WITHDRAWALXX3254 07/X6360 E 72N 

AMAZON MKTPLACE PMTS AMZN.COM/BILL WA 10/18 

- 

- 

- 

- 

- 

- 

Few Shots Examples are placed below for your reference –  

ONLINE BANKING TRANSFER TO ACCT *9336 – Expenditure 

MRCHNT PMNT PROC Deposit xxxxxxxx9032 CCD ID: WFBSPTACH2 – Revenue 

CHASE CREDIT CRD EPAY XXXXXX XXXXXX4070 MARAM S KHALIL – Debt 

Service 

Funding Transfer Credit FROM ...9165 - Liability 

TRANSFER FROM CHECKING *********xxxx xx-x0-16 BB&amp;T M-APP 

TRANSFER – Transfer 

- 

- 
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- 

- 

- 

 

 

4.3.2 Post Classification Results  

There is no change in this portion of the study (Mehta, 2020) in a way how the output 

variables (cash flow variables) are extracted or generated but off course the values of the 

output variables obtained differs because of the changes in the modelling procedures by 

employing enhanced list of keywords using traditional AI classification that includes 

random forest classifier and at the same time LLM (Novel AI) classifier which is a niche 

technology at the moment.  

 

4.3.3 Output Variables   

These cashflow output variables are generated post the use of LLM Classifier. An example 

is given below for understanding. 

  

Cust Id 502728 Cust Id 373338 
Number of Accounts 47 Number of Accounts 13 
Number of Bank 
Statements 122 

Number of Bank 
Statements 111 

Revenue 51645.56 Revenue 15408.28 
Operating Costs 25442.57 Operating Costs 12670.23 
Number of NSFs 3 Number of NSFs 1 
Operating Profit 26202.99 Operating Profit 2738.045 
Debt Repayment 0 Debt Repayment 3333.33 
Total Credits 58220.56 Total Credits 16734.06 
Total Debits 25487.84 Total Debits 6482.941 
Debt Service 0 Debt Service 3333.33 
DSCR -999 DSCR 0.821414 
Operating Profit 
Margin 0.507362 

Operating Profit 
Margin 0.1777 

Debt Repayment per 
Revenue 0 

Debt Repayment per 
Revenue 0.216334 
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Debits to Income 0.437781 Debits to Income 0.38741 
Cash Flow Ratio 0.462219 Cash Flow Ratio 0.51259 

Figure 21 Set of output variables – LLM Model 

As shown in the above table, for the customer with customer id 502728, below are the 

values for output variables. This customer with customer id 502728, has submitted 122 

bank statements. Revenue for this customer was $51645.56 and operating cost was 

calculated as $25442.57. The operating profit for this customer was $26202.99. The total 

Debt repayment amount was $0. Debt Service amount was $0 which is the same as the debt 

repayment amount indicating that customer does not have any debt liability. DSCR value 

was -999. DSCR i.e. ratio of operating profit to the debt service value signifies that since 

there is no debt taken by this customer the default value of DSCR is -999. Thus, based on 

these variables, the customer would be able to repay his debt if granted a new loan. The 

bad thing about this customer is that he appeared 3 times in the bracket of non-sufficient 

funds. The operating profit margin is also very good and here this is equal to 0. 507362. 

Debt to income ratio 0. 437781 is not very high and suitable for granting any new loans to 

the customer. It indicates that there were debits in his account equivalent to 0. 437781 times 

the credits. The cash flow ratio is considerable i.e. 0. 462219 indicating that the customer 

has 0. 462219 times the revenue amount cash available for paying off his debts, meeting 

his day-to-day requirements. Thus, based on the above values and interpretation, this 

customer will get a new loan funded by the fintech start-ups. 

 

4.4 Research Question Four 

Last research question related to this study is “To apply the above study for different 

geographical location i.e. India lending Market to see if the same model has worked well 

for another location so that it could be generalized.”.  
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Frequency Distribution of Transaction Keywords: The first graph compares the frequency 

of common transaction keywords in the US and Indian markets. The US and India markets 

have different set of keywords with different frequencies. The graphs are plotted against 

first level of categorization considering few of them for better visibility.  

 

Final Class/Category Distribution: The second graph shows the distribution of 

transactions across the five cash flow categories considered in the current study in both 
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the US and Indian markets. The US market has a more balanced distribution, while the 

Indian market shows a higher percentage in "Transfers" and "Liability" categories, 

reflecting regional banking practices. 

 

Confusion Matrix for Multi Class Classification Model Performance on Indian Data: The 

third graph illustrates the performance of the US-trained classification model when 

applied to Indian data. The confusion matrix shows a significant number of 

misclassifications, particularly in categories like "Debt Service" and "Liability", 

indicating that the model struggles to accurately classify Indian transactions. 

 

 

In the above figure this is clear that same set of keywords have very different frequency 

distributions across United States and India Lending Markets. 

 

When compared to the rule-based engine, machine learning models combined with an 

improved keywords list produced standard results (83.56% accuracy) with such complex 

data. However, when the same model was applied to an unknown market such as India 

for stress testing, the accuracy dropped significantly to 66.72%, demonstrating that 

keywords appropriate to the US market could not be applied straight to the India market. 

It indicates that for the India market, a large amount of data would be required to develop 



128 
 

a new set of keywords, which could then be combined with the overall keywords master 

data sheet for generalization or the generic model.  

 

4.5 Summary of Findings 

As explained in sections above there were 4 research questions pertaining to this study. 

This study has been able to achieve all the 4 objectives. The keywords are enhanced and 

the performance of the model developed as a part of study (Mehta, 2020) was improved 

from 73.62% to 83.56% when the list of keywords is enhanced from 1603 to 3000. 

Moreover, the LLM classification model has shown significant hope and was explored with 

small population of the bank transactions limiting to 10,000 and accuracy achieved was 

85.20%. Post classification model remains same for both traditional and LLM model and 

output variables are computed. Lastly, the classification model has applied to India 

Lending Market and the performance was found to significantly decrease to 66.72% 

indicating that US keywords are not applicable to India Market due to various regional 

reasons. 
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CHAPTER V:  

DISCUSSION 

5.1 Discussion of Results 

The study demonstrates that enhancing the list of keywords from 1603 to 3000 improved 

the model's performance from 73.62% to 83.56%. This suggests that a more extensive and 

refined keyword list can significantly contribute to the accuracy and effectiveness of the 

classification model. The LLM classification model showed promising results with an 

accuracy of 85.20% when tested on a limited dataset of 10,000 bank transactions. This 

indicates that LLMs can effectively handle classification tasks even with a relatively small 

dataset. The study notes that the post-classification model remains consistent across both 

traditional and LLM models. This suggests that the downstream processes are stable and 

can handle outputs from different classification models without significant modifications. 

When the classification model was applied to the Indian lending market, performance 

dropped to 66.72%. This indicates that the US-based keyword list and model may not be 

fully applicable to the Indian context due to regional differences. 

 

5.2 Discussion of Research Question One 

The initial research question included extracting and enhancing keywords from bank 

transactions in order to conduct banking transaction analysis. Keywords are unigrams, 

bigrams, and trigrams derived from transaction descriptions. According to this study, it was 

able to produce keywords from parsed bank statements using text mining tools such as 

count vectorizers and n-gram methods; however, it was later shown that this methodology 

has limitations. The text was not in plain English and comprised a variety of finance terms, 

abbreviations, and banking terminology, thus just selecting the most often occurring tokens 

as keywords would not have worked for the Bank statement analyzer in this study. To 

address this constraint, this study employed lending domain experience to drill down into 

the keywords generated. Keywords list is enhanced from 1603 to 3000 in the current study 

and that has improved the performance of the classification model. 
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5.3 Discussion of Research Question Two 

A Random Forest Classifier was developed using 70,000 processed banking transactions 

as training data. The model's parameters were kept at their defaults, except for the number 

of trees, which was set to 450. Entropy was chosen as the method for node splitting. The 

input data was labelled using a combination of clustering and rule-based classification. 

DBSCAN was employed for clustering similar transactions, while a rule-based engine 

assigned labels to transactions based on keywords. This approach mirrors that of a previous 

study, with the main difference being the use of 3,000 keywords instead of 1,603. As a 

result, the accuracy of the classification improved from 73.62% in the previous study to 

83.56%. 

  

5.4 Discussion of Research Question Three 

The classification of 10,000 banking transaction descriptions was performed using a Large 

Language Model (LLM). This choice was influenced by the token limit associated with 

LLMs. Out of the 10,000 transactions, the LLM successfully classified 8,129 transactions 

correctly on the first attempt. This high accuracy rate demonstrates that LLMs are effective 

for classifying banking transactions, even without requiring prior training on the specific 

dataset. 

 

Around 1,871 transactions were misclassified or not classified correctly by the LLM. To 

improve accuracy, these missed classifications were resubmitted to the LLM for another 

attempt at classification. On the second pass, the LLM correctly classified an additional 

391 transactions. This improvement in accuracy on the second attempt can be attributed to 

the non-deterministic nature of generative AI, where different outputs can be produced 

from the same input due to the probabilistic approach of these models. 

 

When combining the initial correct classifications (8,129) with the additional correct 

classifications from the second attempt (391), a total of 8,520 transactions were classified 
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correctly. This result suggests that the LLM model is quite effective in classifying banking 

transactions, with an overall performance accuracy of 85.20%.  

 

The concept of "few-shot learning" plays a significant role in this process, where the LLM 

improves its accuracy after being exposed to a small amount of additional input data or 

examples. This iterative process allows the model to refine its classifications without 

requiring extensive retraining, demonstrating the adaptability and robustness of LLMs in 

handling real-world data classification tasks. The ability to achieve such a high level of 

accuracy without extensive training on the dataset indicates the potential of LLMs for 

similar classification tasks in various domains.  

 

The use of an LLM model for classifying banking transaction descriptions proved to be 

highly effective, with an overall accuracy rate of 85.20% after a few-shot learning process. 

The LLM's performance underscores its capability to handle complex classification tasks 

with minimal prior training, making it a valuable tool in scenarios where time and resource 

constraints are critical. The improvement seen after reclassifying the missed transactions 

highlights the model's non-deterministic nature and its potential for further refinement and 

accuracy enhancement. This case study demonstrates the feasibility of LLMs in financial 

domain and other similar applications, where quick and accurate classification is essential. 

 

5.5 Discussion of Research Question Four 

The analysis of transaction data from the US and Indian markets reveals significant 

differences in keyword frequency, category distribution, and model performance. The 

study includes several graphs and key findings that highlight the distinct characteristics of 

these two financial markets and the challenges of applying machine learning models across 

different regions. The study compares the frequency of common transaction keywords in 

the US and Indian markets. It is evident that the two markets have distinct sets of keywords, 

each with varying frequencies. The study focuses on the different levels of categorization, 

selecting a few keywords for better visibility. This comparison provides the versatility of 
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transaction behaviours in these two markets. For instance, a keyword that is highly frequent 

in the US market might be less common or even rare in the Indian market, and vice versa. 

This difference in keyword distribution reflects the varied consumer behaviour, transaction 

types, and financial practices in these regions. 

 

Such a disparity in keyword frequency is crucial for this study, especially because this is 

based on keyword-driven classification. When models are trained on data from one market, 

like the US, they may not perform well in another market, such as India, because the 

keyword distribution, which heavily influences the model’s decisions, is not consistent 

across regions. This study provides insights into the distribution of transactions across five 

cash flow categories: "Income," "Expense," "Transfers," "Debt Service," and "Liability." 

This distribution is analysed for both the US and Indian markets. The findings reveal that 

the US market has a more balanced distribution of transactions across these categories. In 

contrast, the Indian market shows a skewed distribution, with a higher percentage of 

transactions falling under the "Transfers" and "Liability" categories. This imbalance could 

be indicative of regional banking practices or consumer behaviour, where certain types of 

transactions are more prevalent.  

 

Understanding these differences is critical for financial institutions and model developers, 

as it highlights the need for region-specific models or the adaptation of existing models to 

better fit the transaction patterns observed in different markets. This study evaluates the 

performance of a US-trained multi-class classification model when applied to Indian 

transaction data. The confusion matrix reveals a significant number of misclassifications, 

particularly in the "Debt Service" and "Liability" categories. These misclassifications 

indicate that the model, which was trained on US data, struggles to accurately categorize 

Indian transactions data. The poor performance in the Indian market can be attributed to 

several factors, including the differences in keyword distribution and category frequency. 
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The comparison of keyword frequencies between the US and Indian markets clearly shows 

that the same set of keywords can have very different distributions depending on the region. 

This observation has profound implications for the application of machine learning models 

in different markets. A model trained on US data, for example, may not perform well when 

applied to Indian data without significant adjustments. 

 

In the study, machine learning models combined with an improved keywords list produced 

standard results, achieving an accuracy of 83.56% when applied to US data. However, 

when the same model was stress-tested on Indian data, the accuracy dropped significantly 

to 66.72%. This decline in performance underscores the challenges of applying a model 

trained on data from one region to another without considering regional differences in 

transaction behaviour and keyword usage. The results suggest that for the Indian market, a 

new set of keywords would need to be developed, tailored specifically to the unique 

characteristics of Indian transactions. This would require a large amount of data from the 

Indian market to accurately capture the nuances of keyword usage and transaction 

categorization. Once these keywords are developed, they could be integrated into the 

overall keywords master data sheet, allowing for better generalization or the creation of a 

more generic model that could be applied across multiple regions. 

 

In essence, this study highlights the importance of regional customization in financial 

modelling. While machine learning models can achieve high accuracy in markets where 

they have been trained and optimized, their performance can deteriorate when applied to 

unfamiliar markets with different transaction behaviours. Therefore, to successfully apply 

these models globally, it is crucial to account for regional differences, whether through the 

development of new keyword sets, region-specific training data, or adaptive modelling 

techniques that can adjust to different transaction environments.  
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CHAPTER VI:  

SUMMARY, IMPLICATIONS, AND RECOMMENDATIONS 

6.1 Summary 

The study highlights the significant impact of enhancing keyword lists and applying 

machine learning model to different region like India Lending Market. At the same time 

study also explore the possibility of using Large Language Models for the classification of 

the bank statement transactions based on transactions descriptions. The research 

demonstrates that expanding the keyword list from 1,603 to 3,000 keywords significantly 

improved the model's performance, boosting accuracy from 73.62% to 83.56%. This 

finding stress on the importance of a more extensive and refined keyword list in improving 

the precision of classification model used in this study for bank statements analysis for 

SME consumers. 

 

The study also explores the potential of Large Language Models (LLMs) in classification 

tasks, particularly with smaller datasets. Testing the LLM on 10,000 bank transactions 

yielded an accuracy of 85.20%, suggesting that LLMs are highly effective in handling 

classification tasks even without extensive training data. The LLM was able to correctly 

classify 8,129 transactions on the first attempt. The study further tested the model's 

performance by reclassifying the 1,871 misclassified transactions, of which 391 were 

correctly classified on the second attempt. This improvement, attributed to the non-

deterministic nature of generative AI, demonstrates the LLM's capacity for bank statements 

transactions classification tasks. 

 

One of the critical insights from the study is the consistency of post-classification processes 

across different models, including both traditional machine learning and LLM models. This 

consistency indicates that downstream processes are stable and can handle outputs from 

various classification models without needing significant modifications. 
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However, the study also reveals the challenges of applying a model trained in one region 

to another with different transaction behaviours. When the US-trained classification model 

was applied to the Indian lending market, its performance dropped significantly, with 

accuracy falling to 66.72%. This drop illustrates that the keyword list and model optimized 

for the US market may not be fully applicable to the Indian context due to regional 

differences in transaction patterns and keywords usage.  

 

The research delves into the process of extracting and enhancing keywords for transaction 

analysis, particularly focusing on unigrams, bigrams, and trigrams derived from transaction 

descriptions. The study found that simply selecting the most frequent tokens as keywords 

was insufficient due to the complex nature of financial terms, abbreviations, and banking 

terminology present in the data. To address this limitation, domain expertise was used to 

refine the generated keywords, resulting in a more effective classification model with the 

enhanced keyword list. 

 

The study also compares the frequency of common transaction keywords in the US and 

Indian markets, revealing distinct sets of keywords with varying frequencies across the two 

regions. This difference in keyword distribution highlights the need for region-specific 

models or the adaptation of existing models to better fit the unique transaction patterns 

observed in different markets. 

 

Additionally, the study examines the distribution of transactions across five cash flow 

categories ("Income," "Expense," "Transfers," "Debt Service," and "Liability") in both the 

US and Indian markets. The US market showed a more balanced distribution across these 

categories, while the Indian market exhibited a skewed distribution, with a higher 

percentage of transactions in the "Transfers" and "Liability" categories. These differences 

suggest that regional banking practices and consumer behaviours vary significantly, further 

emphasizing the necessity for customized models. 
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The confusion matrix analysis of the US-trained model's performance on Indian data 

revealed significant misclassifications, particularly in the "Debt Service" and "Liability" 

categories. This finding indicates that the model struggles to accurately categorize 

transactions when applied to a market with different transaction behaviours. 

 

6.2 Implications 

This study emphasizes the need for regional customization in order to use bank statement 

analyzer for different regions. Although machine learning models can attain high accuracy 

in the markets they are trained in, their effectiveness may drop when applied to different 

regions without considering local variations in transaction behavior and keyword usage. 

For example, a model trained on U.S. banking data may underperform when applied to the 

Indian lending market due to distinct patterns in transactions and keywords. To improve 

the global applicability of such models, it is essential to develop region-specific keyword 

sets and incorporate localized training data. Additionally, adaptive modeling techniques 

can help machine learning systems adjust to diverse financial environments. This approach 

ensures that models remain accurate and reliable across various regions, reducing the risk 

of misclassifications in unfamiliar markets. Overall, the study highlights the critical role of 

regional differences in financial data and emphasizes the importance of customizing 

models for each market to achieve optimal results.   

 

The study emphasizes the crucial role of expanding keyword lists and adapting machine 

learning models to new regions, such as the Indian lending market. It investigates the 

potential of Large Language Models (LLMs) for classifying bank statement transactions 

based on transaction descriptions. This finding suggests that LLMs are particularly suited 

for financial transaction classification tasks, given their ability to learn and adapt quickly. 

The study highlights the importance of combining a comprehensive keyword list with 

advanced modeling techniques like LLMs for improved accuracy in classifying bank 

transactions.  
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6.3 Recommendations for Future Research 

The study provides valuable insights into the potential of machine learning and Large 

Language Models (LLMs) for classifying bank statement transactions, especially with the 

application to different regions like the Indian lending market. Several key areas emerge 

from the findings that require further research to improve model accuracy, adaptability, 

and scalability across regions.  

 

One of the critical findings is the significant drop in model accuracy when a U.S.-trained 

model was applied to the Indian lending market. The 66.72% accuracy in India, compared 

to the U.S. performance, highlights the importance of regional customization. Future 

research should focus on creating region-specific models to better capture the unique 

transaction patterns, financial terminology, and consumer behaviours in various regions. 

 

As the study demonstrates, keyword selection plays a critical role in model performance. 

Further research should focus on refining keyword lists for specific regions, possibly 

through the use of local bank statements keywords extraction. This keywords list should 

be updated with the keywords for different regions and should be updated using self-

learning models. If model comes across any new keyword that keyword should be added 

to the master keyword list. In this way, more generic model could be attained that could be 

applied to multiple geographies at the same time with minimal customizations. 

 

The improvement in accuracy, from 73.62% to 83.56%, through an expanded keyword list 

highlights the importance of more refined keywords. However, the study also reveals the 

challenge of manually selecting and refining keywords, as domain expertise is needed to 

capture the nuances of financial terms. Automating this process could significantly enhance 

both the scalability and efficiency of keyword refinement as explained in above paragraph 

by using self-learning AI models. Future work should leverage advanced NLP techniques 

to automatically extract relevant keywords from large datasets of transaction descriptions. 

Algorithms that consider context and domain-specific knowledge could produce more 
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refined and accurate keyword lists, improving classification models without heavy reliance 

on human intervention. 

 

The study reveals that LLMs can achieve high accuracy (85.20%) with smaller datasets 

(10,000 transactions) and improve after reclassifying misclassified transactions. However, 

LLMs are resource-intensive and might face limitations when scaling up to larger datasets 

or regions with different transaction behaviours. Future research should investigate how to 

maximize the potential of LLMs in bank statement classification tasks. Although LLMs 

perform well with minimal training data, fine-tuning them on domain-specific datasets 

could further improve accuracy. Future studies could fine-tune LLMs on large datasets of 

financial transactions from diverse regions, enabling them to better understand and classify 

complex bank statements transactions. The study shows that LLMs improve accuracy when 

reclassifying misclassified transactions. This suggests that a multi-turn classification 

approach, where LLMs iteratively refine their classifications, could enhance overall 

performance.  

 

This study highlights significant differences in transaction patterns across regions, such as 

the skewed distribution in the “Transfers” and “Liability” categories in the Indian market. 

Future work should expand this comparative analysis to other regions to better understand 

the global applicability of classification models. Comparative studies involving regions 

like Europe could provide insights into universal transaction patterns and region-specific 

outliers. By analysing data from various banking systems, researchers can identify common 

challenges in transaction classification and propose solutions that apply across different 

markets. Future research could focus on improving the model to handle misclassifications 

more effectively, particularly in regions with complex financial behaviours. One way is to 

explore the development of automated feedback systems where misclassified transactions 

are flagged for human review or reclassified automatically based on model confidence 

levels. Such feedback loops can improve model accuracy. 
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6.4 Conclusion 

This study emphasized on the vital role that keywords pertaining to the banking 

transactions plays in the development and application of machine learning models for the 

classification of the transactions into different categories, especially when dealing with 

diverse regional markets. One of the key takeaways from this research is the importance of 

refining and expanding the keyword list used in the classification of banking transactions. 

By enhancing the list of keywords, the model's performance showed a significant 

improvement. This improvement, though substantial, is not sufficient to ensure the 

generalization of the model developed in this study, particularly when applied to markets 

with distinct transactional behaviors, such as the Indian market compared to the US which 

was the primary region for which the model was developed. 

 

The research included the enhanced set of keywords used to classify banking transactions 

from a smaller, less diverse list to a more comprehensive one. This enhancement allowed 

the classification model to capture a broader range of banking transactions, improving its 

ability to classify various banking transactions accurately. Input data was having 

abbreviations, and financiaal terms, because of this complexity the development of 

classification model was not straight forward. Moreover the input data was not labelled. 

And labels are to be determined by using the clustering mechanism.  

 

The second major finding from the study is the performance of Large Language Models 

(LLMs) in this context. While traditional machine learning models showed marked 

improvement with keyword list enhancements, LLMs proved to be even more effective in 

classifying transactions with minimal training. The generative nature of LLMs and their 

capacity to handle complex, unstructured text provide a significant advantage when 

working with such complex transactions data, which often lacks uniformity. The high 

accuracy achieved by LLMs on a relatively small dataset shows their potential as powerful 

tools in the banking transaction classification, particularly when time and resources for 

model training are limited. 
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The process of resubmitting incorrectly classified transactions to the LLM for a second 

attempt further highlights the adaptability of these models. The non-deterministic nature of 

LLMs, which allows them to generate different outputs from the same input, enabled the 

model to classify additional transactions correctly on the second pass. This iterative 

approach reflects the flexibility of LLMs, which can continuously refine their output, a trait 

that traditional models typically lack. The high level of accuracy achieved through few-

shot learning—where the model improves its performance with minimal additional input—

suggests that LLMs may be particularly well-suited for scenarios where the complex 

unlabeled data is present as in our case in our study. 

 

However, the study also reveals some of the limitations and challenges associated with 

applying machine learning models across different markets, particularly when it comes to 

regional differences in bank statements. When the US-based model was applied to the 

Indian lending market, performance dropped significantly. This underlines the fact that 

financial transaction patterns and consumer behaviors are not universal. The keywords that 

are prevalent and meaningful in one market may have little relevance in another. For 

instance, certain transaction types that are common in the US market may be rare or even 

absent in the Indian market, and vice versa. This disparity in keyword distribution results 

in a lower classification accuracy when the model is applied outside its original training 

environment. The misclassification of Indian transactions when using a model trained on 

US data illustrates the importance of regional customization. For example, the Indian 

market demonstrated a skewed distribution of transactions towards certain categories like 

"Transfers" and "Liability," a pattern not seen in the US data. This suggests that to create 

a model capable of accurately classifying transactions in the Indian market, or any other 

non-US market, it would be necessary to develop a region-specific keyword list and model 

parameters that reflect the unique characteristics of that market. 

 

In essence, this study demonstrates that while machine learning models, including both 

traditional models and LLMs, did well for the classification of financial transactions, their 
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success is heavily dependent on the context in which they are applied. In a globalized 

sceanrio, where banking transactions can vary widely across regions, a one-size-fits-all 

model is unlikely to succeed. Instead, models must be tailored to the specific financial 

terms, transaction types, and consumer behaviors of the regions in which they are supposed 

to work. This could involve developing distinct models for each region or, alternatively, 

creating adaptive models that can learn and adjust to new transactional environments over 

time. 

 

For the Indian market, the study suggests that a more customized approach is needed, one 

that takes into account the specific transactional behaviors and keyword distributions of 

the region. Developing a comprehensive, region-specific set of keywords would likely lead 

to a significant improvement in the model’s performance. This effort, however, requires 

access to a large and diverse dataset that accurately reflects the range of transactions 

occurring in the market. Once a suitable keyword list is created, it could be incorporated 

into the model’s training process, allowing for better generalization and performance 

across different regions. 

 

The findings of this study in short elaborates the importance of regional customization, the 

power of LLMs in handling banking data, and the continued need for enhancing keyword 

extraction methods in transaction classification. As the financial industry becomes 

increasingly globalized, the ability to develop and generalize the machine learning models 

to work for different local markets will be critical. This study serves as a valuable research, 

illustrating both the opportunities and the challenges of applying machine learning both 

traditional and advanced (LLM) in the complex scenario of the banking transactions. 
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APPENDIX A:  

ENHANCED KEYWORDS LIST 

Enhanced keywords file is placed below for reference: 

EnhancedKeywordsLi
stv1.1.xlsx  


